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Preface 

The Infrared and Electro-Optical Systems Handbook is a joint product of the 
Infrared Information Analysis Center (IRIA) and the International Society for 
Optical Engineering (SPIE). Sponsored by the Defense Technical Information 
Center (DTIC), this work is an outgrowth of its predecessor, The Infrared 
Handbook, published in 1978. The circulation of nearly 20,000 copies is adequate 
testimony to its wide acceptance in the electro-optics and infrared communities. 
The Infrared Handbook was itself preceded by The Handbook of Military 
Infrared Technology. Since its original inception, new topics and technologies 
have emerged for which little or no reference material exists. This work is 
intended to update and complement the current Infrared Handbook by revision, 
addition of new materials, and reformatting to increase its utility. Of necessity, 
some material from the current book was reproduced as is, having been adjudged 
as being current and adequate. The 45 chapters represent most subject areas of 
current activity in the military, aerospace, and civilian communities and contain 
material that has rarely appeared so extensively in the open literature. 

Because the contents are in part derivatives of advanced military technology, 
it seemed reasonable to categorize those chapters dealing with systems in 
analogy to the specialty groups comprising the annual Infrared Information 
Symposia (IRIS), a Department of Defense (DoD) sponsored forum administered 
by the Infrared Information Analysis Center of the Environmental Research 
Institute of Michigan (ERIM); thus, the presence of chapters on active, passive, 
and countermeasure systems. 

There appears to be no general agreement on what format constitutes a 
"handbook." The term has been applied to a number of reference works with 
markedly different presentation styles ranging from data compendiums to 
tutorials. In the process of organizing this book, we were obliged to embrace a 
style of our choosing that best seemed to satisfy the objectives of the book: to 
provide derivational material data, descriptions, equations, procedures, and 
examples that will enable an investigator with a basic engineering and science 
education, but not necessarily an extensive background in the specific technol- 
ogy, to solve the types of problems he or she will encounter in design and analysis 
of electro-optical systems. Usability was the prime consideration. In addition, we 
wanted each chapter to be largely self-contained to avoid time-consuming and 
tedious referrals to other chapters. Although best addressed by example, the 
essence of our handbook style embodies four essential ingredients: a brief but 
well-referenced tutorial, a practical formulary, pertinent data, and, finally, 
example problems illustrating the use of the formulary and data. 



viii    PREFACE 

The final product represents varying degrees of success in achieving this 
structure, with some chapters being quite successful in meeting our objectives 
and others following a somewhat different organization. Suffice it to say that the 
practical exigencies of organizing and producing a compendium of this magni- 
tude necessitated some compromises and latitude. Its ultimate success will be 
judged by the community that it serves. Although largely oriented toward 
system applications, a good measure of this book concentrates on topics endemic 
and fundamental to systems performance. It is organized into eight volumes: 

Volume 1, edited by George Zissis of ERIM, treats sources of radiation, 
including both artificial and natural sources, the latter of which in most 
military applications is generally regarded as background radiation. 

Volume 2, edited by Fred Smith of OptiMetrics, Inc., treats the propagation 
of radiation. It features significant amounts of new material and data on 
absorption, scattering, and turbulence, including nonlinear propagation 
relevant to high-energy laser systems and propagation through aerody- 
namically induced flow relevant to systems mounted on high-performance 
aircraft. 

Volume 3, edited by William Rogatto of Santa Barbara Research Center, 
treats traditional system components and devices and includes recent 
material on focal plane array read-out electronics. 

Volume 4, edited by Michael Dudzik of ERIM, treats system design, 
analysis, and testing, including adjunct technology and methods such as 
trackers, mechanical design considerations, and signature modeling. 

Volume 5, edited by Stephen Campana of the Naval Air Warfare Center, 
treats contemporary infrared passive systems such as FLIRs, IRSTs, IR 
line scanners, and staring array configurations. 

Volume 6, edited by Clifton Fox of the Night Vision and Electronic Sensors 
Directorate, treats active systems and includes mostly new material on 
laser radar, laser rangefinders, millimeter-wave systems, and fiber optic 
systems. 

Volume 7, edited by David Pollock, consultant, treats a number of coun- 
termeasure topics rarely appearing in the open literature. 

Volume 8, edited by Stanley Robinson of ERIM, treats emerging technolo- 
gies such as unconventional imaging, synthetic arrays, sensor and data 
fusion, adaptive optics, and automatic target recognition. 
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Introduction 

This volume is devoted to the technology of "active" electro-optical systems, 
which employ an artificial source of optical radiation (typically a laser) and a 
receiver that collects and detects some fraction ofthat radiation either directly 
or after reflection from a target scene. This is as opposed to "passive" systems, 
which sense naturally emitted radiation or reflected sunlight or moonlight. In 
most cases, it is preferable to use a passive sensor for a particular application if 
the need can thereby be met. Frequently, however, active sensors, with their 
unique capabilities, are needed to satisfy the requirement at hand. Accurate 
determination of target range, range rate, three-dimensional geometry, vibra- 
tional characteristics, spectral reflectance, and many other attributes is possible 
using the appropriate active sensor. Active sensors are also frequently used in 
conjunction with passive sensors to take advantage of the best features of both. 
A simple example of this is the use of a laser rangefinder with a thermal 
imaging system. 

Although millimeter-wave (MMW) radiation is not in the optical portion of the 
electromagnetic spectrum, MMW radar is also addressed in this volume due to 
the current strong interest in the use of that technology in conjunction with 
electro-optical sensors and in order to highlight the similarities and differences 
between laser and MMW radars. 

In some cases (for example, fiber optic communication systems), a signal is 
encoded on the transmitted beam and routed as directly as practical to a receiver 
at a remote location where it is detected. In other cases (for example, laser and 
MMW radars and rangefinders), the beam is transmitted to a target and a small 
portion of the reflected radiation is collected and detected by the receiver, which 
in most cases is collocated with the transmitter. In these cases, the desired 
information to be sensed by the receiver is one or more characteristics of the 
target. This information is impressed on the reflected radiation by the target 
itself. In most of these cases, a specific waveform (for example, pulsed, cw, AM, 
or FM) is used on the outgoing beam in order to most effectively extract the 
desired information from the target. 

Chapter 1 addresses laser radar. Coherent detection is emphasized since so 
many laser radars now employ coherent (heterodyne) detection receivers. Laser 
radars are currently being developed and used for a wide variety of applications, 
from short-range sensors employing low-power solid-state or semiconductor 
diode-type laser transmitters and direct detection receivers (for example, air- 
borne wire and obstacle detectors with typical ranges to hundreds of meters or 
less) to very long-range sensors employing relatively high-power gas lasers and 
coherent detection receivers (for example, laser radars for strategic target 
discrimination with ranges to hundreds of kilometers). In many cases, coherent 
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detection provides substantially higher sensitivity and versatility than a direct 
detection sensor of equal transmitter power. Coherent detection provides excel- 
lent capability to sense radial motion, including both gross target motion 
(Doppler shift) and vibration (micro-Doppler). 

Chapter 2 addresses laser rangefinders and emphasizes direct detection since 
most laser rangefinders employ direct detection receivers. Laser rangefinders 
are currently being developed and used for a very wide range of military and 
civilian applications. Military use is primarily in fire control systems for combat 
vehicles, aviation platforms, and air defense systems as well as a wide variety 
of manportable weapons systems. Pulsed solid-state lasers are the most common 
type of radiation source used in currently fielded laser rangefinders, although 
some semiconductor diode and gas laser types also exist. Most of the currently 
fielded devices operate at a wavelength of 1.06 Jim or less and are not eyesafe. 
However, increasing numbers of eyesafe varieties operating at wavelengths 
longer than 1.4 \xm are expected to be fielded in larger numbers in the near 
future. 

Chapter 3 addresses millimeter-wave radar. Recent advances in component 
and systems level technology, especially at 35- and 95-GHz frequencies, have 
created a strong interest and substantial system development activities for 
military target acquisition and fire control applications. The generally superior 
foul weather penetration capability of radiation at millimeter-wave frequencies 
compared to optical radiation, combined with the much better angular resolution 
achievable with millimeter-wave compared to microwave radars of a given 
aperture size, make this type of radar an attractive candidate for a variety of 
applications. 

Chapter 4 addresses fiber optic systems. Fiber optic communication systems 
provide tremendous improvement in bandwidth and, therefore, information 
handling capacity, compared to conventional conductive wire communication 
systems. Substantial improvements in the optical and mechanical quality of 
fiber optic cable, improved performance of diode laser transmitters and receiv- 
ers, and the reduced cost of componentry have made fiber optic communication 
systems the preferred choice for closed-channel applications. 

Clifton S. Fox 
January 1993 Fort Belvoir, Virginia 
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1.1    INTRODUCTION 

The term radar originated during World War II as an acronym for radio de- 
tection and ranging. At that time, it referred to the technique of monitoring 
reflected, radio frequency, electromagnetic radiation to locate remote objects. 
Since that time, the basic radar technique has been applied to progressively 
shorter (and in some cases, longer) wavelengths so that the term radar no 
longer applies only to systems that operate at radio frequencies. Laser radar 
is simply radar that operates at optical frequencies and uses a laser as its 
source of electromagnetic radiation.3 

1.1.1    Types of Laser Radars 

Laser radars can be grouped according to the type of measurement made by 
the laser radar, the detection technique, the type of interferometer employed 
in a coherent laser radar (if appropriate), the modulation technique, the de- 
modulation technique, the type of laser or the wavelength of operation, the 
function performed, the type of data collected, or the data format. In addition, 
laser radar can be classed as monostatic or bistatic, depending on whether it 
uses a single aperture to transmit and to receive or separate apertures. Some 
of these groupings are summarized in Table 1.1. The name given to a particular 
system is seldom sufficient to completely identify what it does and is certainly 
not sufficient to identify how well it performs. 

As can be seen in Table 1.1, there are many types of laser radars. The 
variety found among laser radar systems is one of the primary reasons for 
their versatility. Unfortunately, it can also create some confusion. For example, 
wavelength-dependent technological limitations frequently prevent simple 
parametric extrapolation of performance from one type of system to another. 
These limitations can make routine performance at a one laser wavelength 
well beyond the state of the art (and possibly beyond fundamental physical 
limitations) at another wavelength. Extreme care must be exercised when 
extrapolating the performance of one type of laser radar to another. 

The use of very wavelength specific technology and components represents 
a significant difference from passive optical systems or conventional radar 
systems. The availability of laser sources makes only a finite (and small) 
number of wavelengths practical alternatives for laser radars. Passive optics 
and conventional [radio frequency (rf) through millimeter-wave (MMW)] ra- 
dars can select the wave band to optimize performance without major changes 
in technology. Laser radars often must change technologies completely (e.g., 
electrically pumped gas lasers versus optically pumped solid-state lasers) to 
effect even small changes in operating wavelength. 

aThe term laser radar is used exclusively in this text. Optical radar, LAD AR (Zaser detection and 
ranging), and LID AR (Zight detection and ranging) are sometimes used in the literature to describe 
laser radar. In the strictest sense, optical radar or lidar do not require that the source of electro- 
magnetic radiation be a laser. However, the physical behavior of the device is the same regardless 
of the type of source used and the treatment in this text is appropriate to all radars operating at 
optical frequencies. As a result of the state of technology as of this writing, all known optical 
radars employ one or more lasers as the light source. The term laser radar is used, therefore, 
without any loss of generality. 
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Table 1.1   Types of Laser Radars 

Types of Lasers (Typical) Carrier Wavelength 

C02 9.2 u.m - 11.2 urn 

Er:YAG 2 u.m 

Raman Shifted Nd:YAG 1.54 jam 

Nd:YAG 1.06 (am 

GaAIAs 0.8 |im - 0.904 (am 

HeNe 0.63 |am 

Frequency Doubled Nd:YAG 0.53 (am 

Detection Technique Interferometer Type Modulation Technique 

Direct Detection Not Applicable 
Pulsed 

Amplitude Modulation (AM) 

Coherent Detection 
Heterodyne 

Homodyne 

Offset Homodyne 

Pulsed 

Amplitude Modulation (AM) 

Frequency Modulation (AM) 

Hybrid (AM/FM, Pulse Burst) 

None (CW) 

Functions Measurements 

Tracking 

Moving Target Indication (MTI) 

Machine Vision 

Velocimetry 

Wind Shear Detection 

Target Identification 

Imaging 

Vibration Sensing 

Amplitude 
(Reflectance) 

Range 
(time delay) 

Velocity 
(Doppler shift or differential range) 

Angular Position 

Vibration Spectra 

1.1.2    Principles of Operation 

The operation of laser radar is functionally identical to conventional radar. 
Laser radar transmits a signal that is reflected by a target and then collected 
by the laser radar receiver. Range to the target is determined by measuring 
the round-trip time of the reflected light. Radial velocity of the target is mea- 
sured by either determining the Doppler shift of the reflected light or by making 
two (or more) range measurements and calculating the rate of change of range. 

A block diagram of a typical heterodyne or coherent detection laser radar 
is shown in Fig. 1.1. An optical signal is generated by the transmitter laser. 
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Fig. 1.1   Block diagram of a typical laser radar. 

The divergence and beam diameter of this optical signal are then matched to 
the rest of the system by beam-shaping optics. This matching is optional be- 
cause some systems are designed to operate with the unmodified transmitter 
laser beam. In a monostatic system, the transmitted laser signal enters a 
transmit-to-receive (T/R) switch. The T/R switch permits the laser radar trans- 
mitter and receiver to operate through a common optical aperture. The laser 
radar signal then enters the beam expander or output telescope and the scan- 
ning optics that direct the optical signal to the target. 

In a monostatic system, radiation reflected from the target is collected by 
the scanning optics and the beam expander, which now acts as an optical 
receiver. The T/R switch directs the received radiation to an optical mixer, 
where it is combined with an optical reference signal, which is the local os- 
cillator. The combined signal is then focused onto a photosensitive detector by 
the imaging optics. The photosensitive detector generates an electrical signal 
in response to the received optical signal. The electrical signal is then high- 
pass filtered to remove any low-frequency components, such as those from 
background sources and from the local oscillator-induced dc signal. The high- 
frequency components of this electrical signal contain the target information 
obtained by the laser radar. Metric information is then extracted from the 
electrical signal by signal and data processors. 

In a bistatic system, the T/R switch is omitted. A separate beam expander 
and scanning optics are then dedicated to the receiver. The remainder is iden- 
tical to a monostatic system, as previously described. 

1.1.3    Applications and Advantages 

Laser radars are the result of the hybridization of technology. They are formed 
by the merger of conventional radar technology with optics. This combination 
results in several advantages over either "parent" technology. Laser radars 
have inherently higher resolution than microwave radars, and most applica- 
tions for laser radars result from this advantage.1 Laser radar has a narrower 
beamwidth than conventional radar because of the higher carrier frequency 
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Fig. 1.2   Coherent laser radar detection range for several matched transmitter and receiver 
apertures (Airy local oscillator, /74 receiver). 

(e.g., 27,000 GHz for a 10.6-fj.m laser as compared to 95 GHz for a typical 
millimeter-wave radar).b The narrower beamwidth, in turn, provides for higher 
angular resolution, lower sidelobes, higher countermeasure (jamming and 
spoofing) resistance, and covertness. The higher carrier frequency also supports 
higher resolution and accuracy measurements of range, velocity, and angular 
position. 

The narrow beamwidth of laser radars is ideally suited to applications such 
as target tracking. Figure 1.2 shows the detection range for a typical CO2 
heterodyne laser radar as a function of the cross-range position of a target. 
The performance of the monostatic CO2 laser radar in Fig. 1.2 is based on the 
receiver and the transmitter having equal aperture diameters. Four different 
aperture diameters, ranging from 25 to 100 mm, are shown in the figure. The 
effective beamwidth is quite small in all cases, which supports extremely 
precise tracking. 

In addition to the narrow beamwidth, the sensitivity of a coherent laser 
radar receiver also falls off rapidly with increasing off-axis position. The re- 
ceiver in the cases shown in Fig. 1.2 employed a matched Airy pattern local 
oscillator to illuminate the receiver detector and effect heterodyne detection. 
These two effects combine to create the very narrow "antenna" patterns dem- 
onstrated in Fig. 1.2. 

These extremely narrow antenna patterns are not limited to the specific 
design features of the system shown in Fig. 1.2. Figure 1.3 shows the antenna 

bAll units used in this chapter and in the accompanying formulas and equations are SI unless 
explicitly noted. Manufacturer's data are often presented in unit systems other than SI, which 
may be more convenient for a particular application or technology. Conversion of these data to 
SI units is required before the formulas and equations presented here can be used with such data. 
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Fig. 1.3   Coherent laser radar detection range for several transmitter aperture diameters 
(100-mm receiver aperture diameter, Airy local oscillator, f/4 receiver). 

patterns that result from mixed transmitter and receiver sizes and uniform 
local oscillator illumination of the detector. In these cases, the maximum range 
is significantly reduced but the basic "pencil beam" pattern is retained. Note 
that in both Figs. 1.2 and 1.3 the cross-range axes are scaled in meters, whereas 
the detection-range axes are scaled in kilometers. The shape of the antenna 
pattern of laser radar is significantly narrower than is immediately apparent 
from casual inspection of these figures. 

The shape of the antenna pattern is also largely independent of transmitted 
laser power and laser cross section of the target. Increases in power or cross 
section increase both the down-range and cross-range coverage of laser radar, 
but not the basic shape. The pattern retains its "pencil beam" contour for 
almost all configurations. 

The narrowness of the antenna pattern makes surveillance with laser radar 
very difficult. The large search volumes associated with surveillance operations 
generally require that laser radar operate with a very high pulse repetition 
rate so that the entire volume can be interrogated within a prescribed time. 
Alternatively, laser radar may employ multiple beams, which operate in par- 
allel through the same output aperture, to enlarge the search volume to be 
covered. Systems that use multiple beams operating in parallel are generally 
more optically complicated. However, this may be a simpler overall solution 
than the complexity of a high-pulse-repetition-rate transmitter. The use of 
multiple beams may permit slower scan rates, which reduces lag-angle effects 
(see Sec. 1.6.4). 

The higher resolution of laser radars permits the recognition and identifi- 
cation of targets. Subareas of the target's surface can be resolved in angle, 
range, and/or velocity. These resolved measurements permit the detection of 
features that are unique to a particular target or target type. These unique 
features include shape, size, velocity, spin or rotation rate, and vibration. 
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The ability to measure unique features of the target makes high-resolution 
systems ideal for automatic target detection (ATD), which is based on computer 
interpretation of the data collected. High-resolution laser radars are often 
called imaging laser radars because the data collected are often compatible 
with conventional video display techniques and, consequently, human visual 
interpretation of the data collected. The data display technique is not normally 
critical to the laser radar performance, but it is frequently critical to human 
interpretation of the data collected. Imaging actually requires only that the 
data collected be a set of ordered triples (e.g., azimuth angle, elevation angle 
and range or range, and velocity and intensity). Laser radars frequently make 
more than three measurements simultaneously. If the data are to be displayed 
as an image, then multiple-image planes are required to display all the data. 
Generally, any requirement for human interpretation is often more of a con- 
straint to performance than an asset. As a result, imaging laser radars are a 
subset of high-resolution systems. 

The high carrier (optical) frequency of laser radars permits the detection 
and interrogation of small objects. Wires and projectiles2 have small cross 
sections at microwave and millimeter-wave frequencies because they have 
dimensions that are smaller than the radar wavelength. As a result, these 
objects are difficult to detect with conventional radars. However, because all 
dimensions of these objects are larger than laser radar wavelengths, the laser 
cross section of these objects is much larger. Laser radars are well suited for 
the detection of these small objects, such as is required for wire and obstacle 
detection for low-altitude aircraft and for tracking small-caliber projectiles. 

Airborne aerosols and rain also have significantly larger laser cross sections 
than radar cross sections. Range and velocity measurements of airborne aero- 
sols are an important technique for wind field mapping, which is used for a 
number of meteorological applications. These include wind shear detection, 
wind flow field mapping, clear air turbulence detection, pollution monitoring, 
and ceiliometry. Except for those applications that are based on the spectro- 
scopic analysis of chemical species, the design principles for laser radar for 
atmospheric sensing applications are the same as those used for laser radar 
for "hard target" applications. Spectroscopic chemical analysis is normally 
accomplished by differential absorption lidar (DIAL) techniques, which are 
not discussed in this chapter. 

The high carrier frequency also provides enhanced vibration detection sen- 
sitivity. The detection of vibratory motion is based on the detection of the time- 
varying Doppler shift of the reflected radiation. A surface that is experiencing 
vibration will modulate this shift. However, the modulation index is propor- 
tional to the carrier frequency. For this reason, laser radars are generally two 
to three orders of magnitude more sensitive than a typical MMW radar for 
vibration detection. 

The high carrier frequency also permits laser radars to be packaged into a 
relatively small size. This smaller size permits laser radars to be employed in 
aircraft applications and other applications where space and weight are at a 
premium. 

The primary disadvantage of laser radars, compared to rf or MMW radars, 
is their inability to penetrate weather. The atmosphere absorbs and scatters 
optical radiation more strongly than it does microwaves or millimeter waves. 
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As a result, the performance of laser radar is much more weather sensitive. 
However, laser radar has superior weather capability over a passive optical 
system because laser radar can employ range and/or velocity gating to reject 
signals that have been determined to be only clutter. 

1.2    LASER RADAR RANGE EQUATION 

A fundamental problem in laser radar analysis is the determination of the 
total optical power density that is present at the receiver aperture and, con- 
sequently, the total optical power incident on the photosensitive element of 
the receiver. The laser radar range equation is commonly used to determine 
the power received by laser radar under specific conditions and against a 
particular target. 

1.2.1    General Forms of the Range Equation 

The general form of the laser radar range equation is given by 

„       4KPsTAir\t    TA2 TTPV 
"r  — 2  2       l  A      2        A ' ^       ' 

where 

Pr    = received signal power in watts 
Ps    = source laser power in watts 
K     = beam profile function 
TAI = atmospheric transmission from the source to the target 
t]t    = transmitter optical efficiency 
9     = beamwidth in radians 
n     = range from transmitter to target in meters 
T      = target laser cross section in square meters 
TA2 = atmospheric transmission from the target to the receiver 
T2     = range from target to receiver in meters 
D     = receiver aperture diameter in meters 
T[r    = receiver optical efficiency. 

Equation (1.1) computes the power received by laser radar as the product of 
four terms. These terms are associated with each step in the physical process 
of (1) propagation of the light to the target, (2) reflection of light by the target, 
(3) propagation of the scattered light to the receiver, and (4) collection of the 
scattered light by the receiver. 

The first term of Eq. (1.1) represents the optical power density (W m-2) 
that is incident on the target. The beam profile function If is a normalization 
factor that accounts for the intensity pattern of the beam and the target's 
position in the beam. The beam profile function is discussed in more detail in 
Sec. 1.3. The second term of Eq. (1.1) is the laser radar cross section (LCS) of 
the target. The LCS has the units of area and is used to describe the apparent 
size of the target. The LCS is discussed in more detail in Sec. 1.5. The product 
of the first and second terms of Eq. (1.1) describes the total optical power 
scattered by the target in the direction of the receiver. 
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The third term is the inverse of the area of a sphere (further reduced by 
any atmospheric attenuation), which has a radius equal to the distance from 
the target to the laser radar receiver. The product of the first three terms is 
the optical power density of the reflected radiation at the receiver aperture. 
The fourth term is the area of the receiver collection aperture, reduced by an 
optical efficiency factor. The product of all four terms is the total power received 
and collected by the laser radar receiver. 

Equation (1.1) is appropriate for a target in the far field of the transmitter 
aperture and for a receiver in the far field of the target. It is appropriate for 
both monostatic and bistatic systems. The target is modeled as a point source; 
i.e., its angular extent is much smaller than both the transmitter beamwidth 
and the instantaneous field of view of the receiver. However, with the substi- 
tution of the appropriate laser radar cross section T, it can be applied to ex- 
tended targets. 

Because laser radar obeys the same physical laws as microwave radar, the 
range equation used for microwave systems can also be applied. The microwave 
radar range equation is given by39 

_ GtTAl      TA2«D\r Pr = p^l^Tri^|~T"' (L2) 

where Gt is the transmitter antenna gain = 16if/tp2 and all other terms are 
as previously defined. 

Equation (1.2) uses the concept of antenna gain to describe the transmitted 
beam. Antenna gain is simply the ratio of the intensity on the beam axis to 
the intensity that would have been present if the same amount of power were 
radiated isotropically. This concept is common in electrical engineering but is 
not generally used in physics. With the exception that Eq. (1.2) does not ex- 
plicitly account for pointing error effects [as Eq. (1.1) does in the beam shape 
function], Eqs. (1.1) and (1.2) are exactly equivalent. However, small pointing 
errors, when combined with the very narrow beamwidths associated with laser 
radars, often have a dominant effect on laser radar system performance. Sim- 
ilar pointing errors in microwave systems have no measurable effect because 
the beamwidth of microwave systems is generally much broader. If Eq. (1.2) 
is used to compute the received laser radar power, then provision for pointing 
error losses should also be included. 

1.2.2    Special Forms of the Range Equation 

For a stationary (or slowly moving) monostatic system, n = r% = r. For small 
relative velocities and, therefore, negligible Doppler shifts, for exoatmospheric 
operation, or for particulate-dominated atmospheric attenuation, TAI = TA2 
= T. Under these conditions, Eq. (1.1) can be simplified. Combining terms and 
rearranging yields 

p, - ^#^. 16iTip r 

where all terms are as previously defined. This is an important result. It applies 
to a large number of systems and it illustrates the inverse fourth-power de- 
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pendence of the received power with range for monostatic laser radars when 
operating against an unresolved target. An unresolved target is an object whose 
angular extent is smaller than the laser radar beam width or the instantaneous 
field of view (IFOV) of the photosensitive detector element in the receiver. An 
unresolved target is sometimes referred to as a point target. 

If the angular extent of the target is larger than the transmitter beamwidth 
(in both azimuth and elevation), then the laser cross section of the illuminated 
region of the target is proportional to the area of the illuminated region, i.e., 
T is proportional to both <p2 and r2 (see Sec. 1.5). In this case, the beam profile 
function can be approximated by a uniform intensity distribution (i.e., constant 
over the illuminated region) and Eq. (1.1) can be further simplified for Lam- 
bertian targets to yield 

fr- f-rtppv> (14) 
Ar 

where p is the total hemispherical target reflectance and all other terms are 
as previously defined. Equation (1.4) illustrates the dependence of the received 
power with the inverse square of the range for extended, or large, targets. This 
behavior is not commonly encountered in conventional radar systems. 

Instead of determining the optical power received at a particular range, it 
is often necessary to establish the maximum range at which a specified optical 
power (usually the minimum detectable power) is received. The nonlinear 
nature of the range equation makes algebraic inversion with respect to range 
impossible, except in some very special cases. In general, the determination 
of maximum range can be easily accomplished by iteration using Newton's 
method or another suitable numerical technique. However, in the case of neg- 
ligible atmospheric losses and for a monostatic system, Eq. (1.1) can be inverted 
to yield 

r = 
KPsTDSw, 

4TT(p2Pr 

(1.5) 

where all terms are as previously defined. 

1.2.3    Solved Problems 

Problem 1.1. Calculate the received power for a monostatic, 5-W laser radar 
operating against an extended target having a total hemispheric reflectivity 
of 4% at a range of 1 km. The transmitter optics are 80% efficient. The receiver 
has a clear aperture of 50 mm and has an efficiency of 65%. The atmospheric 
transmission at 1 km is 50%. 

Solution 1.1. The received power for a laser radar against an extended target 
is given by Eq. (1.4): 

PsT
2

ApD%snr 

4rz 
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For this problem 

Ps = 5W 
Ta = 0.5 
P = 0.04 
D = 0.05 m 
T)t = 0.8 
1\r = 0.65 
r = 1000 m. 

Substitution into Eq. (1.4) yields 

Pr 
5(0.5)2(0.04)(0.05)2(0.8)(0.65) 

4U000)2 

:.Pr = 1.625 x l(Tn W = 16.25 pW 

Problem 1.2. Find the range in space at which a 100-W CO2 laser radar will 
receive 10 pW of reflected light from a 1-m2 target. The laser radar has a beam 
divergence of 1 mrad and a uniform beam profile. Both the transmitter and 
receiver have an optical efficiency of 80% and a clear aperture of 1 in. 

Solution 1.2. Because there is no range-dependent atmospheric loss in space, 
the range at which a prescribed power is received can be calculated by Eq. (1.5): 

(KPsTDSwrY4 

\     16TT(p2Pr     / 

In this problem, 

Ps = 100 W 
D  = 0.0254 m 
r   = lm2 

i)t = 0.8 
f\r = 0.8 
cp   = 1 x 10"3 rad 
Pr  =  10 X   10"12W. 

A uniform beam profile implies that 

"4(100)(0.0254)2(1)(0.8)(0.8)_ 

r — 
. 16TT(10~

3
)
2
(10 x 10"12) . 

1/4 

.r = 4258 m 

1.3    TRANSMITTER CHARACTERISTICS 

The transmitted laser beam is characterized by total optical power, divergence 
or beamwidth, intensity profile across its width, and direction of propagation 
with respect to the target. For an unresolved or point target, its position in 
the beam relative to the intended line of sight can significantly affect the 
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intensity at the target. The target's position with respect to the beam center 
is less important for an extended target. The effects these factors have on the 
received signal power, as predicted by Eq. (1.1), are contained within the beam 
profile function K. 

The transmitter is also characterized by modulation format, modulation 
characteristics, and coherence time. These features do not normally affect the 
received signal power as predicted by the range equation [Eq. (1.1)]. Trans- 
mitter modulation effects are discussed in more detail in Sec. 1.11. 

1.3.1    Beam Shape and the Beam Profile Function 

The intensity of an optical beam is not constant across its diameter at all 
ranges. Some typical beam profiles encountered in laser radar system design 
and analysis are shown in Fig. 1.4. The most common beam profile encountered 
in laser radar systems is the Gaussian. This is a result of the fact that the 
lowest order mode (TEMoo) of a conventional laser resonator is Gaussian. 
Waveguide lasers (both circular and rectangular bores) do not produce true 
Gaussian beams. For analytical purposes, it is a convenient, common practice 
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Fig. 1.4   Common laser radar transmitted beam shape functions. 
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to approximate these beam profiles with a Gaussian. In some special appli- 
cations, other profiles may be employed. 

To simplify initial performance estimation, a uniform beam profile is often 
assumed, i.e., the beam is represented as having constant intensity everywhere 
within the beam and zero intensity elsewhere. Although this is physically 
unrealistic, it does provide a simplified approach that is useful for the initial 
estimation of laser radar performance, laser power, or receiver aperture re- 
quirements. This approach neglects a detailed assessment of pointing error 
effects but provides a more pessimistic estimate than assuming perfect trans- 
mitter pointing and a real beam profile. It also permits a more rapid estimate 
of performance than a detailed analysis. The beam profile function for a uniform 
beam is given by 

*GM>) = I''   * > * • (I-© [0,   i|; > <p 

where \\i is the line-of-sight pointing error and <p is the beamwidth. 
In some applications, the transmitter aperture may be uniformly illumi- 

nated. In this case, the far-field beam takes on an intensity profile described 
by an Airy function. The beam profile function for an Airy beam is given by3 

ÜT(i|i,<p) = 4.181 
<pJi(2.44<!nK<p)' 

2.44ITI]J 
(1.7) 

where J\ is the first-order Bessel function of the first kind and all other terms 
are as previously defined. 

Laser radars frequently use lasers operating in the TEMoo mode as the 
transmitter source. This mode has a Gaussian intensity profile. For small 
transmitter line-of-sight errors, the beam profile function of a Gaussian beam 
is given by 

/    2r2ili2\ 
#(i|i,cp) = 2 exp( £-1  , (1.8) 

where w2 = w2[1 + (ArAn-Q)2)2], wo is the Gaussian waist radius, and all other 
terms are as previously defined. Depending on the specific conditions, the 
Gaussian beamwidth is related to the beam radius, w, by Eq. (1.10) or (1.11). 
The on-axis intensity of a Gaussian beam is twice the intensity of a uniform 
beam whose beamwidth is equal to the Gaussian e~2 beamwidth. The on-axis 
intensity of a Gaussian is approximately equal to the on-axis intensity of an 
Airy beam. 

A laser source operating in the TEMoo mode maintains a perfectly Gaussian 
intensity profile in the far field only for the theoretical case wherein the clear 
aperture diameter of the system is infinite. Real laser radars have finite clear 
transmitter apertures that truncate the Gaussian beam. In most applications, 
the beam profile function of a truncated Gaussian beam can be approximated 
by a perfect Gaussian, provided that the clear aperture diameter is at least 
three times larger than the beam waist radius. If the truncation is strong, then 
a far-field beam profile function, which is a combination of Gaussian and Airy 
patterns, results. 
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1.3.2    Beamwidth 

Beamwidth is a measure of the angular extent of the transmitted laser beam 
profile. Unfortunately, there is no uniform or standard definition for the spec- 
ification or measurement of beamwidth. Generally, beamwidth is based on 
those positions within the beam where the intensity falls to a specified fraction 
of the peak value or on the angular subtense of a circle that inscribes a specified 
fraction of the total transmitted power. In addition, some conventions are based 
on half width instead of the full beamwidth. 

For example, the beamwidth of a conventional radar system is specified as 
the full width at half maximum (FWHM). This specification is independent of 
the beam profile. However, for an optical system, the manner in which the 
beamwidth is specified is dependent on the beam profile. For example, the 
width of an Airy pattern is taken as the angular subtense of the first dark 
ring (first minimum), whereas for a Gaussian the width is defined as the 
angular separation of the e~2 intensity points. 

Regardless of how beamwidth is specified, the minimum beamwidth or di- 
vergence, in the far field, is limited by the transmitter output aperture diameter 
as a result of diffraction. The actual, transmitted beamwidth is normally larger 
than the diffraction limit. Imperfections in the transmitter and the transmitter 
optical train distort the phase front, which, in turn, results in a broader far- 
field divergence. The deviation of the performance of a real system from a 
theoretical optimum is typically characterized by a beam quality, a Strehl 
ratio, or both. 

The definition of the beamwidth for a laser radar system is based on accepted 
optical practices. This definition differs from conventional radar systems where 
the beamwidth is usually defined as the full width at half of the maximum. 

1.3.2.1 Diffraction-Limited Beamwidth. The beamwidth of a diffraction- 
limited, transmitted beam that uniformly illuminates a circular output ap- 
erture is given by 

<P = —j- , (1.9) 

where 

cp = transmitter beamwidth in radians 
X = carrier (optical) wavelength in meters 
d = transmitter clear aperture diameter in meters. 

This definition of beamwidth is based on the angular width of the first null in 
an Airy pattern, which is also known as the Airy disk. Eighty-four percent of 
the transmitted optical power is inside this beamwidth in a diffraction-limited 
system. This definition of beamwidth is also commonly used in conjunction 
with a uniform beam profile function for first-order system performance analysis. 

The effective beamwidth of a laser radar beam with a Gaussian profile is 
defined as the full width at the e~2 irradiance points. The effective beamwidth 
of a diffraction-limited, transmitted beam that has a Gaussian profile is given by 
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(p = 2 arctan— 
r T7W0/ 

2-V2 
(1.10) 

where wo is the Gaussian beam waist radius in meters, and all other terms 
are as previously defined. 

In the far field, i.e., r s TTWO/X., the beamwidth of a Gaussian beam can be 
approximated by 

9 = — , (1.11) 
TTWO 

where all terms are as previously defined. 
As mentioned earlier, the beamwidth of a Gaussian is defined by optical 

conventions as the full width across the beam measured to the e~2 irradiance 
points, whereas the conventional radar definition of beamwidth is the FWHM. 
If the beamwidth of a particular system that has a Gaussian beam profile is 
specified by its FWHM, it can be converted to an equivalent e~2 width by 

<p = 1.699cpFWHM , (1.12) 

where CPFWHM is the full beamwidth at half maximum intensity and all other 
terms are as previously defined. 

1.3.2.2 Beam Quality. Various definitions have been used for beam quality. 
The performance of real systems is limited by the state of the art of components 
and by imperfect assembly of these components. A rigorous analysis of the 
performance of these systems must include an assessment of the actual beam 
profile as a function of range. A functional representation of the actual beam 
profile can then be included in laser radar range equation calculations. Rig- 
orous analysis is time consuming and is frequently replaced by a variety of 
approximation techniques. Beam quality is one example. 

A rigorous definition of beam quality is not known to exist. However, in 
this chapter, beam quality is defined by Eq. (1.13) as the ratio of the actual, 
far-field beamwidth to the theoretical, diffraction-limited beamwidth. As men- 
tioned, the beamwidth may be measured in two different ways. It is either the 
width of the beam measured between the points at which the intensity is a 
specified fraction of the peak value (e.g., FWHM) or it is the angular subtense 
of a circle that inscribes a specified fraction of the total transmitted power. 
The exact interpretation of beam quality, therefore, depends on the technique 
used to define beamwidth. 

Q = ** , (1.13) 

where 

Q    = beam quality 
cpM = actual transmitter beamwidth in radians 
cpr = theoretical, diffraction-limited transmitter beamwidth. 
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Diffraction-limited performance naturally implies Q = 1 in all cases. However, 
because beam quality does not have a universal definition, other values of Q 
do not have specific meaning without further explanation. Uniform illumi- 
nation across the transmitter aperture is commonly assumed when computing 
the theoretical beamwidth for beam quality determination. A superior ap- 
proach is to use the aperture illumination profile employed in the design of 
the system under analysis (e.g., Gaussian). Because the beam quality is also 
an indicator of the quality of the transmitter optical path, the use of the design 
aperture profile tends to give a better indication of the overall quality of the 
system. 

1.3.2.3 Divergence Aperture Product. It is common practice to specify the 
product of divergence (in milliradians) and aperture diameter (in millimeters) 
for solid-state lasers (e.g., Nd: YAG, Nd:GSGG, etc.) instead of the beam quality. 
For these systems, Eq. (1.13) can be expressed as 

Q = 2^ ' (L14) 

where x = w^i - divergence aperture product in meter-radians, d\ = laser 
beam diameter in meters, and all other terms are as previously defined. Note 
that most manufacturers do not use SI units when specifying the divergence 
aperture product. 

1.3.2.4 Strehl Ratio. The Strehl ratio provides another way to approximate 
the performance of laser radar systems. The Strehl ratio [Eq. (1.15)] is defined 
as the ratio of the intensity of the actual beam along the optical axis to the 
on-axis intensity of a diffraction-limited beam4: 

S = | , (1.15) 

where 

S   = Strehl ratio 
IM = measured peak transmitter beam intensity in W m~2 

IT = theoretical peak transmitter beam intensity in W m~2. 

As with beam quality, uniform illumination of the transmitter aperture is 
often assumed and the theoretical, on-axis intensity used is an Airy pattern. 
Also as with beam quality, diffraction-limited performance implies that 
S = 1. 

The Strehl ratio can be approximated by5 

S = 1 - 4^1-—) ,   OPD < — , (1.16) 

where S is the Strehl ratio, OPD is the rms optical path difference, and all 
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Fig. 1.5   Strehl ratio as a function of rms optical path difference. 

other terms are as previously defined. This approximation is valid only for 
Strehl values greater than 0.64. 

Both the beam quality and the Strehl ratio are related to the wave-front 
error of the transmitted beam. The wave-front error is also known as the optical 
path difference (OPD) and is measured in fractions of a wavelength. Figure 
1.5 shows the Strehl ratio of a uniform beam as a function of rms OPD values. 
For rms OPD values less than X/14, the beam is essentially diffraction limited. 
For rms OPD values greater than X./3, beam intensity profiles deviate strongly 
from the theoretical, and Strehl ratio and beam quality are less meaningful 
parameters. 

1.3.2.5 Non-Diffraction-Limited Beamwidth. Large departures from 
diffraction-limited performance are seldom the case for coherent laser radar 
systems. These are typically high-performance systems that mandate high- 
performance optics, so optical losses are minimized. However, small deviations 
from nonideal conditions are common and must be addressed to assess real- 
world performance and limitations. 

The beamwidth of a non-diffraction-limited transmitted beam that uni- 
formly illuminates the output aperture is given by 

2Mka cp = -—- Q (1.17) 

where all terms are as previously defined. Equation (1.17) is also frequently 
used to describe the beamwidth of a non-diffraction-limited system that is 
modeled as having a uniform transmitted beam profile. 

The beamwidth of a non-diffraction-limited transmitted beam that has a 
Gaussian profile is given by 

cp = 2Q arctan 
co0 1 + 

TTOJQ 

V2 
(1.18) 

Both Eqs. (1.17) and (1.18) are valid only for values of Q close to 1. 
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1.3.3    Transmitter Pointing Error 

The target is seldom located at the center of the illuminating beam. Imperfect 
knowledge of target location and the inability to direct the beam to the desired 
position contribute to this effect. The target is illuminated by a region of the 
beam that has a lower intensity than the beam center. Less energy is reflected 
and received. As a result, performance estimates, which presume that the 
target is located at the center of the beam, are too optimistic. 

Pointing error has less effect on the performance of a system that operates 
against extended targets. Because an extended target is larger than the beam, 
the target still intercepts all the transmitted energy, even in the presence of 
the pointing error. However, the pointing error tends to corrupt the information 
obtained. For example, a system that is intended to obtain highly accurate 
range information should also maintain small pointing errors so that the target 
position in three-dimensional space can be determined. Pointing errors result 
in cross-range errors, even when the radial range measurement is perfect. 

1.3.4    Solved Problems 

Problem 1.3. Calculate the effective beamwidth in the far field of a 10.6-|xm, 
Gaussian beam having a 33-mm beam waist diameter and a beam quality 
of 1.2. 

Solution 1.3. The diffraction-limited beamwidth of a Gaussian beam in the 
far field is given by Eq. (1.11): 

2\ 
<p =   . 

TTCÜ0 

Here, the wavelength is 10.6 x 10 ~6 m and the Gaussian waist radius is 16.5 
x 10 ~3 m. (Note that the problem identified the beam waist diameter.) The 
diffraction-limited beam width is then 

2(10.6 x 10"6m)       t nn      ,     .      , 
<p = — 3—- = 4.09 x 10  4 rad . 

ir(16.5 x 10 ~3 m) 

From Eq. (1.13), the measured beamwidth is 

t(>M =  Q<f>T   ■ 

For a system with a beam quality of 1.2 

cpM = 1.2 x 4.09 x 10"4 rad . 

The actual beamwidth is then 4.91 x 10 ~4 rad. 

Problem 1.4. Calculate the beam quality of a 0.830-|xm beam that uniformly 
illuminates a 25.4-mm aperture and has a measured far-field divergence of 
100 (xrad. 



20    IR/EO HANDBOOK 

Solution 1.4.   The diffraction-limited beamwidth of a uniformly illuminated 
aperture is given by Eq. (1.9): 

2.44X 

For a wavelength of 0.83 x 10 ~6 m and an aperture diameter of 0.0254 m, 
the theoretical, diffraction-limited beamwidth is 79.7 |xrad. 

The beam quality is defined by Eq. (1.13) as the ratio of the measured 
beamwidth to the theoretical: 

Q = W 

For a measured beamwidth of 100 (xrad, the beam quality is 

V      79.7 ' 

:.Q = 1.254 . 

Problem 1.5.    Calculate the Strehl ratio of a uniform, 10.6-ji-m beam having 
an rms OPD of 0.7 (xm. 

Solution 1.5.   The Strehl ratio for small values of OPD can be calculated by 
using Eq. (1.16): 

S = 1- 4TT 
2 /OPD 

Inserting into Eq. (1.16) for the wavelength and the rms OPD, yields 

S = 1_47r2^xl0-m^2 

a0.6 x 10"6m 

:.S = 0.83 

1.4   ATMOSPHERIC PROPAGATION 

The performance of a laser radar system is often limited by the propagation 
characteristics of the earth's atmosphere. The phenomenology of atmospheric 
propagation for laser radars is similar to that of other optical systems. This 
section discusses those features of atmospheric propagation that are particu- 
larly important to laser radar systems. 

In principle, the atmospheric transmission for either active or passive optical 
systems can be calculated by Beer's law: 



TA = exp 
rr   r\2 

CLd(w,l) dw dl 
Jo hi 

LASER RADAR    21 

(1.19) 

where 
ad = atmospheric extinction coefficient density function in inverse 

square meters 
r   = range to the target in meters 
I    = range integration variable 
w  = wavelength integration variable 
X.1 = shortest wavelength of interest in meters 
X.2 = longest wavelength of interest in meters. 

The atmospheric extinction coefficient density function has units of reciprocal 
path length and reciprocal wavelength (not reciprocal area). The difficulty 
with this approach is the determination of the coefficient appropriate for the 
laser line and the atmospheric conditions over the specific optical path. Because 
the transmitted radiation of a laser radar has a very narrow linewidth, the 
extinction coefficient used in the calculation must be appropriate for exactly 
that laser wavelength. 

If the atmospheric extinction coefficient density function is constant over 
the beam path and spectral region, then Eq. (1.19) reduces to the more familiar 
form of Beer's law as 

TA = e~ar , (1-20) 

where a is the atmospheric extinction coefficient in inverse meters, and all 
other terms are as previously defined. 

The atmospheric extinction coefficient is also often expressed in units of 
decibels per kilometer. In these cases, 

a = 1^5 , (1.21) 
104 

where 7 is the atmospheric extinction coefficient in decibels per kilometer and 
all other terms are as previously defined. 

1.4.1    Molecular Absorption and Scattering 

Some features of the interaction of laser radars with the atmosphere are dif- 
ferent than those encountered in routine practice with conventional optical 
systems. Most of these differences are the result of the interaction of the highly 
monochromatic laser radiation with the fine absorption structure of the at- 
mosphere. The fine structure of the atmosphere is the result of molecular 
absorption and scattering, both of which are strongly wavelength dependent. 
Conventional (passive) optical systems typically operate over bandwidths that 
are large compared to the width of most molecular absorption lines. As a result, 
the response of passive systems is integrated over the entire band and the 
effects of the fine structure are "averaged out." 
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Fig. 1.6   Atmospheric transmission around 10.591 |xm (vertical path from 3.65 km above 
sea level to space). 

The effect of the fine structure of the atmosphere on laser radar performance 
is most severe for systems that operate over long ranges and use a naturally 
occurring atmospheric gas as the laser gain medium. In these cases, there is 
an unavoidable coincidence of the laser line with an atmospheric absorption 
line. For example, Fig. 1.6 shows the transmission through the atmosphere, 
from the ground vertically to space, in the spectral region around the P20 line 
of a normal isotope CO2 laser (10.591 |xm). The P20 line coincides with the 
sharp drop in transmission near the center of the figure. The average trans- 
mission over the wave band shown is over 90%. The actual transmission at 
the P20 line is only 60%. 

The fine structure of the atmospheric transmission can also have signifi- 
cantly different effects on the atmospheric transmission of the transmit and 
receive paths. If the transmitter or the target is in motion, the Doppler effect 
will shift the carrier wavelength on transmission or reflection respectively. 
The absorption line shown in Fig. 1.6, which coincides with the P20 CO2 laser 
line, has a FWHM of 175 MHz. The Doppler shift of 10.591-jjim radiation 
reflected off an object traveling at 6 km/s (a common reentry velocity) is 1.13 
GHz. This places the received radiation for such a laser radar completely away 
from the absorption of atmospheric CO2 molecules. 

Alternatively, a transmitted laser line, which normally does not coincide 
with an atmospheric absorption line, can be Doppler shifted so that it expe- 
riences significantly higher attenuation. Although this is a rare occurrence, 
the system design of the laser radar must consider the manner in which it 
will be used to ensure that such conditions are avoided. 

1.4.2    Weather 

Atmospheric transmission, particularly in the lower atmosphere, is a function 
of prevailing weather. As a result, "all-weather" operation requires that the 
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design of laser radar accommodate the worst conditions that are expected to 
be encountered. The nature of these extreme conditions is dependent on the 
geographic location of operation, season of the year, and the time of day. 

Prevailing atmospheric conditions are frequently recorded as visibility and 
weather type (rain, fog, snow, etc.). Visibility is a subjective evaluation of the 
greatest distance at which a prominent dark object can be seen above the 
horizon during the daytime or the greatest distance at which a moderately 
bright light can be seen at night.6 This may have meaning to a pilot or an air 
traffic controller, but, by itself, does little to quantify the atmospheric trans- 
mission losses of laser radar. In some cases, however, it is the only information 
available to the laser radar designer concerning the frequency of occurrence 
of weather at a particular location. 

In addition to being vaguely defined, visibility is also highly subjective. It 
is based on the opinion of a human observer. Different observers at the same 
site perceive visibility differently. These observers typically use a few discrete 
landmarks to determine the visibility. Therefore, the range of values reported 
for visibility tends to be discrete and not continuous. Because the range to 
observable landmarks varies from site to site, the set of discrete values reported 
also varies from site to site. However, 1, 5, 7, 15, and 30 miles tend to be 
popular reported values. 

This measurement approach tends to underestimate visibility. For example, 
an observer who can see a tower at 5 miles but who cannot see the top of a 
mountain at 10 miles will report the visibility as being 5 miles, even though 
the visibility could have been anything between 5 and 10 miles. Only the range 
to the farthest identifiable object is reported. 

Meteorological range is an attempt to provide a more rigorous quantification 
of atmospheric propagation than is provided by visibility. It is defined as the 
range at which the atmospheric transmission is 0.02 or 2%. Empirically, it has 
been found that the meteorological range at midvisible wavelengths (around 
0.5 |xm) averages 8 to 10% longer than the reported visibility. Although me- 
teorological range is well defined, it is rarely measured. Nearly all site cli- 
matologies are compiled from visibility and not from meteorological range. 

If the absorption in the midvisible can be related to the absorption at the 
laser wavelength of operation, then reasonable estimates of the atmospheric 
transmission may be possible. Figure 1.7 shows the clear air attenuation coef- 
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Fig. 1.7   Clear air extinction coefficients7 at 10.6 \x.m. 
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Fig. 1.8   Fog extinction coefficients8-11 at 10.6 |xm. 
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Fig. 1.9   Rain extinction coefficients9141541 at 10.6 |xm. 

ficient at 10.6 |xm as a function of meteorological range. Attenuation versus 
meteorological range in fog at 10.6 |xm is shown in Fig. 1.8. The attenuation 
at 0.55 |xm (midvisible) is also plotted for comparison. 

The determination of weather type is less subjective than the determination 
of visibility. However, it is less straightforward than is normally expected from 
routine experience. Rain must be characterized by rain rate. Also, two distinct 
types of fogs and over 30 different types of snow have been identified. Each of 
these can have significantly different propagation characteristics. 

Precipitation also has a strong effect on atmospheric attenuation. However, 
because rain drops tend to be much larger than the laser wavelengths, the 
attenuation from rain is not strongly wavelength dependent. Rensch and Long12 

have shown that the actual attenuation caused by rain does not vary signifi- 
cantly from 0.63 to 10.6 jim. Attenuation resulting from rain at 10.6 (xm is 
shown in Fig. 1.9. Snow attenuation is shown in Fig. 1.10. 
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Fig. 1.11   Dust extinction coefficients8-18 at 10.6 (JLHI. 

Along with natural atmospheric conditions, laser radar may be required to 
operate through or in the presence of natural or man-made obscurants. These 
include dirt (such as is ejected into the air by the explosion of a mortar round), 
dust (thrown up by moving vehicles), and smoke (from fires, factory smoke 
stacks, smoke grenades, or battlefield smoke generators). Figure 1.11 shows 
the attenuation caused by dust as a function of meteorological range. 

Extensive weather data bases have been developed and are maintained1 

to assist in the determination of the climatic extremes and nominal conditions 
that a system may encounter. Table 1.2 shows the statistical occurrence of 
various weather types in central Europe. Such statistical data are required to 
establish most severe operating requirements to ensure a particular probability 
of performance. A variety of atmospheric models and empirical formulas have 
been developed to assist in the estimation of weather effects on system per- 
formance. Some of these empirical relationships are summarized in Table 1.3. 
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Table 1.2   Statistical Occurrence of Weather in Central Europe (from Ref. 19) 

Monthly 
Percentage 

Weather 
Condition 

Visibility Jan Feb Ma 
r 

Apr May Jun Jul Aug Sep Oct Nov Dec Mean 
Value 

Very Fair 
Weather 

v>18km 3 4 5 10 12 15 18 15 5 4 3 2 8.0 

Fair 
Weather 

9km<v< 
18km 

16 19 22 33 38 40 40 39 39 28 20 19 29.4 

Light 
Haze 

4km<v< 
9km 

38 38 40 41 37 34 28 30 37 37 36 34 35.8 

Haze 1.8km<v 
<4km 

26 26 23 12 10 9 10 12 13 18 24 25 17.3 

Light Fog 0.9km<v 
< 1.8km 

8 7 6 2 2 2 2 2 3 4 8 8 4.5 

Fog 0.5km<v 
< 0.9km 

3 2 2 1 1 0.5 1 1 1 2 3 3 1.7 

Heavy 
Fog 

v<0.5km 6 4 2 1 0.5 0.5 0.5 1 2 7 6 9 3.3 

Table 1.3   Attenuation Coefficients at 10.59 um (from Refs. 8 and 20) 

Condition Attenuation (dB/km) 

Clear 
1.084 ,l0-p(P + mP)[^j\625^f-j\l0" + 

l-f 

Rain 19;?0.63 

Snow 2S015 

Fog 1.7 
Fl.5 

Dust 5 

V 

where        V= visibility (km), 

S = snowfall rate (mm/hr), 

R= rainfall (mm/hr), 

T= temperature (°K), 

P = atmospheric pressure (millibars), and 

p = partial pressure of water vapor (millibars). 



LASER RADAR    27 

1.4.3    Computer Models 

Computer models have been developed to aid in the calculation of atmospheric 
transmission.21-23 The most common atmospheric models are LOWTRAN, 
MODTRAN, and FASCODE, which were developed and are maintained by the 
Air Force Phillips Laboratory. However, many computer models of atmospheric 
propagation, such as LOWTRAN, calculate the mean transmission over a small, 
but finite, wave band using Beer's law and an absorption coefficient that is 
averaged over the wave band. The actual absorption at a specific laser radar 
wavelength may be much stronger than that predicted by the average ab- 
sorption over a wider bandwidth. As a result, these low-resolution computer 
models that neglect the fine structure are useful for laser radar design and 
analysis only under a restricted set of conditions. Those conditions occur when 
the total atmospheric extinction, at the specific laser line, is dominated by the 
broadband aerosol absorption and scattering and when the molecular com- 
ponents, which tend to be very narrow band phenomena, can be neglected. 

Specifically, LOWTRAN computes atmospheric transmission over relatively 
wide spectral bands (typically 20 cm"1). This low spectral resolution may give 
false indication of the transmission of laser radar because it integrates all 
spectral transmission fine structure over a bandwidth of 20 cm"1. However, 
LOWTRAN can be used effectively for laser radar propagation modeling when 
the atmospheric extinction is dominated by airborne aerosol absorption and 
scattering. In this case, the predominant optical loss is broadband and the 
integrated absorption over the band is approximately equal to the wavelength 
specific absorption. 

FASCODE provides much finer spectral resolution than LOWTRAN because 
it computes transmission on a molecular, line-by-line basis. FASCODE cal- 
culations require an extensive catalog of absorption lines for all atmospheric 
gases. This modeling approach makes FASCODE very comprehensive. The 
primary limitation on the utility of FASCODE is the need for large amounts 
of computer memory to support the absorption line data base and long pro- 
cessing times required to complete propagation calculations. 

MODTRAN provides a modeling approach with performance intermediate 
to LOWTRAN and FASCODE. MODTRAN predicts atmospheric transmission 
with a resolution of 2 cm"1. However, this transmission is still much wider 
than most laser lines. 

Another useful atmospheric transmission model is the Electro-Optical Sys- 
tems Atmospheric Effects Library (EOSAEL), which was developed by the U.S. 
Army Atmospheric Sciences Laboratory. EOSAEL is not just a single model 
but a collection of models and data bases. In addition to "classical" transmission 
models, EOSAEL includes transmission through dust and dirt, various types 
of smoke, and other battlefield obscurants. 

1.4.4    Solved Problems 

Problem 1.6. Calculate the performance degradation for a 10.6-(xm system 
resulting from 5 mm/hr rain rate at a range of 1.5 km; at 10 mm/hr; at 5 km. 

Solution 1.6. The attenuation coefficient as the result of 5 mm/hr rain rate 
can be found from Table 1.3 to be 1.9 x 5° 63 or 5.24 dB/km. For a target at 
1.5-km range, the round-trip path length is 3 km. The total extinction is 3 x 
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5.24 or 15.72 dB. The signal transmission factor is then io-(15-72/10> or 0.027. 
At 10 mm/hr, the attenuation increases to 1.9 x 10°-63 or 8.11 dB/km. Over 
a 3-km path length, the total attenuation is 3 x 8.11 or 24.33 dB. The signal 
transmission factor in this case is io-2-433 or 0.0037. Increasing the range for 
the case of 5 mm/hr rain rate increases the total signal loss but not the loss 
per kilometer. The attenuation at 5 km for 5 mm/hr rain rate is 10 x 5.24 or 
52.4 dB. The signal transmission factor is, therefore, 10 "5-24 or 0.00000575. 

Problem 1.7. Determine the fraction of the time the attenuation of 0.55-fj.m 
radiation exceeds 10 dB/km. 

Solution 1.7. The meteorological range is defined as the range at which the 
transmission is 0.02. This is an optical power loss of 17 dB. A total path length 
of 1.7 km is required to produce this optical loss under the conditions of 10 
dB/km attenuation. Because meteorological range is approximately 10% longer 
than visibility, the visibility is then 1.7/1.1, or approximately 1.5 km (1545 m). 

From Table 1.2, 1.5-km visibility is typical of light fog, which occurs 4.5% 
of the time. Two conditions with lower visibility (higher attenuation) are fog 
and heavy fog with 1.7 and 3.2% probabilities of occurrence, respectively. 
Because 1.5-km visibility is an intermediate value for light fog (light fog is 
defined as 0.9- to 1.8-km visibility), 4.5% should be considered as an upper 
bound on the percentage of the time that the visibility is between 0.9 and 1.5 
km. The actual percentage will probably be less than 4.5%. The exact amount 
cannot be determined from Table 1.2. 

The probability that 10 dB/km or higher attenuation will occur for this 
location is the cumulative probability for these three conditions. It will not 
exceed 9.4% (4.5% + 1.7% + 3.2%) nor be less than 4.9% (1.7% + 3.2%). 

1.5   TARGET LASER CROSS SECTION 

The laser radar cross section (LCS) of an object is defined as the cross-sectional 
area of a perfectly reflecting sphere that produces an intensity at the receiver 
equal to that of the object.0 The laser radar cross section of a sphere is inde- 
pendent of orientation or aspect angle. It is given by24 

T = irpz2 , (1.22) 

where 

T = laser radar target cross section in square meters 
p = reflectivity of the sphere's surface 
z  = radius of the sphere in meters. 

Although the LCS of an object has the units of area, it may have little rela- 
tionship to any physical dimensions of the object. In general, the more nearly 
the object resembles a sphere, the stronger the relationship of the LCS with 
the physical dimensions of the object. 

cThe laser cross section or laser radar cross section has the dimensions of area. Other definitions, 
based on "standard" targets other than a sphere, are occasionally encountered. However, the LCS 
is only loosely associated with the physical dimensions of the targets and the numerical values 
ascribed to the LCS are somewhat arbitrary. 
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Most laser radars are sensitive to only one component of polarization. This 
is especially true of coherent systems because the optical heterodyne mixing 
process requires that the local oscillator and the received signal have matching 
phase fronts and polarization (see Sec. 1.8). However, many target surfaces 
tend to depolarize the return signal. For a polarization-sensitive receiver, the 
LCS of an object is reduced proportionally by the depolarization of the object's 
surface. 

1.5.1    Specularly Reflecting Targets 

The perfectly reflecting sphere, which is used to define LCS, is only one type 
of specular target. Any spherical object, whose rms surface roughness is sig- 
nificantly less than the laser wavelength, will generate a specular return. The 
unique feature of a spherical target, which is uniformly illuminated by the 
laser beam, is that its reflection is equal and specular in all directions. A 
specular return is frequently referred to as a glint. 

1.5.1.1 Cube Corner Reflector. Another important target of this class is 
the cube corner reflector. Cube corner reflectors are not just specular, they are 
also retroreflective, i.e., all the incident energy is returned along the illumi- 
nating line of sight, within the limits of optical diffraction. Hollow corner 
reflectors can be formed by joining three mirrors at right angles to each other 
for broad optical band operation. Another common corner reflector is a right 
triangular pyramid made from solid glass. This type of corner reflector is also 
known as a reflex prism and exploits total internal reflection to return the 
incident energy. Its use is limited to the optical passband of the material used. 
The LCS of a corner reflector is approximately proportional to the cosine of 
the angle of incidence (for small angles) because the projected area of the 
reflector decreases as the incident angle increases. 

As a result of diffraction, the solid angle of the returned radiation depends 
on the diameter of the corner reflector and the wavelength of the illumination. 
Arrays of corner reflectors increase the target area proportionally to the num- 
ber of reflectors, but do not decrease the return-angle divergence. As the angle 
of incidence increases, the reflecting area changes from a circle (or triangle or 
hexagon, etc.) to a narrow slit at extreme incidence angles. 

The LCS of a cube corner reflector is given by1,24 

T = 4TT-^ , (1.23) 
3X2 

where I is the length of the edge of the cube corner reflector in meters and all 
other terms are as previously defined. Equation (1.23) is valid if the curvature 
of the transmitted signal is less than X/4 across the corner reflector. 

1.5.1.2 Reflective Sheeting. Reflective sheeting consists of an array of small 
glass beads, reflectively coated on the rear halves of the spheres. The return 
divergence is determined by the inherent properties of the glass beads, so 
increasing the size of the sheeting does not reduce the return divergence. 
Reflective sheeting comes in paint and sheet form, and has a cross section from 
100 to 1500 times larger than ordinary diffuse white paint. 
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Unlike a hollow retroreflector, which may use first surface mirrors and be 
useful into the far infrared, reflective sheeting is useful only in the visible and 
near infrared. At longer wavelengths, the glass beads become opaque. 

1.5.2    Diffusely Reflecting Targets 

If the rms roughness of the target surface is of the order of the laser wavelength 
or larger, then the reflected signal will be scattered over a large volume. The 
distribution and amplitude of the reflected light are characterized by the bi- 
directional reflectance distribution function (BRDF). The BRDF of a diffuse 
target depends on a large number of material-dependent and sample-specific 
factors. Experimental measurement is generally required to determine the 
BRDF of a specific material. However, the BRDF of many materials are similar 
enough that general classes can be assigned. 

1.5.2.1 Lambertian Surfaces. A Lambertian surface is one in which the 
intensity of the scattered radiation obeys Lambert's cosine law. Specifically, 
the intensity (i.e., flux per unit solid angle) reflected in any given direction 
from the surface of the material is proportional to the cosine of the angle 
between that direction and the normal to the surface. Lambertian surfaces are 
sometimes mistakenly called isotropic. This error is the result of the fact that 
when the angular subtense of the illuminated area is equal to or greater than 
the instantaneous field of view of the receiver, then the power of the radiation 
observed by the receiver is independent of the angle between the receiver and 
the normal to the surface of the target. This effect is a result of the fact that 
the area of the illuminated target surface is inversely proportional to the cosine 
of the angle between the target normal and the direction to the receiver, 
whereas the reflected intensity is proportional to the cosine. The actual area 
of the target that contributes to the power at the receiver increases while the 
contribution from each infinitesimal element of the target to the received power 
decreases in exactly the same proportion. Thus, the two effects cancel, and no 
angular dependence is observed. 

The laser radar cross section of a flat Lambertian disk that is smaller than 
the transmitted beam is given by 

T = 4irpz2 cos6 , (1.24) 

where 

p = total hemispherical reflectance of the Lambertian surface 
z = radius of Lambertian disk in meters 
6 = angle of incidence on Lambertian surface in radians, 

and all other terms are as previously defined. 
Perfect Lambertian surfaces are rare in nature but are often assumed in 

analysis. The best natural example is snow. However, many surfaces do ap- 
proximate Lambertian behavior. BRDF plots of real surfaces typically display 
a combination of specular and Lambertian (diffuse) reflection components. 
Perfect Lambertian surfaces depolarize incident light perfectly. The polarized 
LCS of a true Lambertian target is, therefore, half of the unpolarized LCS. 
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Equations (1.23) and (1.24) are for targets that are much smaller than the 
beam diameter. They are appropriate for use with any of the beam profile 
functions. 

When the target is larger than the beamwidth, the beam profile function 
and pointing error are less important factors in determining maximum range 
performance. Airborne systems pointed at the ground routinely operate under 
this type of condition. However, as the result of the narrow beamwidths of 
laser radars, it is very common for an isolated target (e.g., a land vehicle or 
an airplane) to be larger than the beam. Under these conditions the laser cross 
section of a Lambertian surface is given by 

r = TrpcpV , (1.25) 

where all terms are as previously defined. 
Wires represent a special case of an extended target. They are generally 

larger than the beam in only one direction. The laser cross section of a diffusely 
reflecting wire or thin target is given by 

T = 4pDw<pr , (1.26) 

where Dw is the diameter of the wire in meters and all other terms are as 
previously defined. Both Eqs. (1.25) and (1.26) are based on uniform illumi- 
nation over the target surface; therefore, uniform beam profiles should be used 
in conjunction with these formulas. 

Wires and cables frequently also exhibit a strong specular reflection com- 
ponent, depending on the particular wavelength of the illuminating laser. The 
angular position and subtense of this specular component has been shown to 
be related to the angle of twist of the wire strands in uninsulated wire and 
cable. Experimental measurements on the specific target of interest are rec- 
ommended before a final system design is completed. 

1.5.2.2 Aerosols and Volumetric Scatterers. In most laser radar systems, 
airborne aerosols, rain, snow and other particulates are clutter to be overcome. 
However, in a few specialized cases, these particulates are the laser target. As 
a target of laser radar, they exhibit the properties of a diffusely reflecting 
target. 

The LCS of aerosols or volumetric scatterers is closely coupled to the prop- 
agation losses of the laser beam through that aerosol. As a result, the LCS 
cannot be selected independently of propagation losses. The strength of the 
return from an aerosol is characterized by the backscatter coefficient ß. The 
backscatter coefficient is uniquely related to the LCS for a monostatic system by 

T = T72cp2r2ßAr , (1.27) 

where ß is the atmospheric backscatter coefficient inm""1sr~1,Aris the range 
resolution of the laser radar in meters, and all other terms are as previously 
defined. 

The backscatter coefficient ß is also related to a, the Beer's law atmospheric 
extinction coefficient (see Sec.1.4). This relationship is dependent on the phys- 
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ical characteristics of the aerosol (number density, size distribution, shape, 
composition, etc.)- However, although the aerosol scattering component of a 
has been shown to be almost wavelength independent in the visible and in- 
frared,12 ß is not. The backscatter can be as much as 7 dB higher in the visi- 
ble than in the infrared. The simplest relationship between a and ß occurs 
for rain. In this case, the material and its optical characteristics are known 
and the number density, size distribution, and shape are a strong function of 
rain rate. 

1.5.3 High-Resolution Target Cross Sections 

The appropriate laser cross section is one that falls within the resolution limits 
of the receiver. In a low-resolution system (e.g., most rf radar applications), 
the target seldom extends beyond a single range, velocity, or angular resolution 
cell. This is not the case for many laser radars. If the target extends beyond 
the resolution cell limit of the system, then only a portion of the target con- 
tributes to the signal in that resolution cell. 

For example, a short-pulse laser illuminating a physically deep target does 
not illuminate all portions of the target at the same time. Instead, successive 
"slices" of the target are illuminated as the laser pulse propagates down the 
length of the target. As a result, the signal generated at the receiver at any 
particular time later can only result from the reflection of a piece of the target. 
Under these conditions, the laser cross section is not characterized by a single 
value. It is a function of range (target depth) and has different values for each 
piece of the target. 

1.5.4 Computer Models 

Laser radar cross sections can be calculated for simple geometric shapes.25-28 

Computer models have been developed to calculate the laser cross section for 
complex shapes and/or for high-resolution laser radar systems. The best ex- 
amples of these types of models are CALIBER 3 and DELTAS®, both of which 
have been developed by the U.S. Army Space and Strategic Defense Command 
(USASSDC), Huntsville, Alabama. All such codes make some form of simpli- 
fying assumption and, as a result, have some limits on their applicability. 

CALIBER assumes that the target is illuminated uniformly over its surface. 
This assumption is reasonable if the target is small compared to the beam. 
The target is modeled as a collection of flat, triangular facets that are joined 
at their edges to form a closed geometric surface. This modeling approach 
represents a sphere by a polyhedron resembling a geodesic dome. Although 
this approach may not be aesthetically pleasing, it has shown very good agree- 
ment for objects without small radii of curvature and whose surface material 
does not have a strong specular reflection component. 

DELTAS® is a much more comprehensive code that permits incorporation 
of arbitrary illumination intensity profiles. The target surfaces are modeled 
as smooth geometric shapes instead of polyhedrons. However, the computa- 
tional complexity of this code limits its use to large, mainframe-type machines. 
In addition, even though the illumination profile and target surface contours 
are modeled as continuous functions, numerical integration over the target 
surface is performed to compute the LCS. This results in a discrete sampling 



LASER RADAR    33 

of the beam and the surface, which negates much of the advantage of the 
modeling approach. 

Both CALIBER and DELTAS® rely on measured BRDF data on the target 
surface materials. Extensive BRDF data bases exist for a wide variety of 
materials. The Environmental Research Institute of Michigan (ERIM) main- 
tains one of the largest BRDF data bases for materials of military significance. 
However, many of the data sets in these and other files are inadequately 
documented. It is common to find BRDF data recorded with only an extremely 
brief description of the test sample (e.g., olive drab green paint on plywood, 
flame sprayed aluminum, etc.), with no mention of method of the sample's 
preparation, list of materials used to prepare the sample, age of the sample, 
current condition (e.g., wet, dry, dirty, scratched from improper storage, etc.), 
calibration standards, or calibration procedure. Care should be taken when 
using these computer models for target LCS because the quality of the sig- 
nature prediction will be no better than the quality of the data that the models 
employ. 

1.5.5 Speckle 

The laser radar cross section of a diffuse target for a coherent laser radar is 
dominated by the phenomenon known as speckle. Speckle arises from the re- 
flection of coherent illumination from a diffuse surface. The diffuse surface 
creates an array of scatterers that is independent and randomly phased. This 
results in constructive (bright spots) and destructive (dark spots) interference 
at the observation plane. 

In many laser radar systems, the receiver aperture is smaller than the mean 
transverse dimension of the speckle lobes (bright spots). In this case, the target 
cross section fluctuates rapidly as a Rayleigh distributed random variable. 
This condition is referred to as target fading in conventional rf radar systems 
and has been previously analyzed by Swerling.29 Swerling evaluated four dif- 
ferent target cases. These cases differed by the target cross-section probability 
density function assumed and by the rate of target cross-section fluctuation. 
A speckle target has a negative exponential density function and fluctuates 
rapidly (i.e., the target cross section is uncorrelated from one laser pulse to 
the next). A speckle target is functionally identical to the Swerling case 2. 

If the receiver aperture is larger than the mean transverse dimension of 
the speckle lobe, then aperture averaging of the signal occurs. Averaging of 
the speckle lobes results in milder amplitude fluctuations, but it also results 
in a lower collection efficiency (see Sec. 1.6.2). Because the individual lobes 
must add coherently, their vector sum is less than their scalar sum. 

1.5.6 Laser Radar Cross-Section Standards 

Target standards are required to conduct laser radar system calibration. Un- 
fortunately, target standards that are traceable to the National Institute of 
Standards and Technology standards are not generally available. The exper- 
imentalist is forced to improvise with available materials. Spherical calibration 
targets frequently used include steel ball bearings, steel ball bearings with a 
vapor-deposited gold coating, gold-coated convex mirrors, and flame-sprayed 
aluminum spheres. 
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When properly prepared, flat-surface calibration targets have been shown 
to closely approximate a Lambertian reflectance distribution. These include 
fresh flowers of sulfur, salt, silicon carbide sand paper, White Velvet Nextel® 
paint, Black Velvet Nextel® paint, and flame-sprayed aluminum. Gold-coated 
sand paper can also be used as a high-reflectivity Lambertian target, but the 
BRDF should be experimentally verified because many samples have exhibited 
strong specular reflection components. 

1.5.7    Solved Problems 

Problem 1.8. Calculate the laser cross section of the ground at a range of 2 
km for a 10.6-|xm laser radar that has a beam waist diameter of 33 mm. 

Solution 1.8. The ground is an extended target that is much larger than the 
beam at such a relatively short range. The divergence of a Gaussian beam in the 
far field is normally given by Eq. (1.11), but to compute the laser cross section 
of an extended target, Eq. (1.9) is often used instead. There is no effect on the 
computation of received power for extended targets as long as the same definition 
of beamwidth is used consistently. The beamwidth, from Eq. (1.11), is 

2X 
<p =   . 

TTCOO 

The cross section of an extended target is given by Eq. (1.25) as 

T = TTPcp2r2 . 

Substitution of Eq. (1.11) into Eq. (1.25) yields 

r = iTp 

-i2 
2\ 

7TC00 
r2 

Dirt has a total reflectivity of approximately 4%. At a range of 2000 m, this 
results in a cross section of 

T = TT(0.04) 

:.F = 0.084 m2 

2(10.6 x IQ"0) 
TT(33 x 10~3/2) 

6^2 

(2000r 

Problem 1.9. Calculate the laser cross section of a perfectly reflecting corner 
reflector that is 5 cm on a side and is illuminated by a CO2 laser operating at 
11.12 (xm. 

Solution 1.9.   The laser cross section of a corner reflector is given by Eq. (1.23): 

Z4 

3\2 

dNextel is a registered trademark of the 3-M Corporation. 
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In this problem, I = 0.05 m and X = 11.12 x 10  6 m. Substitution yields 

(0.05)4 

T = 4TT 
3(11.12 x 10"6)2 ' 

:.T = 2.12 x 105 m2 . 

Problem 1.10. Calculate the laser cross section of a 50-cm-diam polished 
aluminum sphere at 1.06 jj-m. 

Solution 1.10.   The laser cross section of a sphere is given by Eq. (1.22): 

1    =   ITpZ      . 

In this problem, z = 0.25 m. Bare aluminum has a reflectivity of approximately 
0.99 at 1.06 |xm. Substitution yields 

T = TT x 0.99 x 0.252 , 

:.T = 0.194 m2 . 

1.6    RECEIVER CHARACTERISTICS 

The optical receiver in laser radar is characterized by the detection technique 
used, collection area, optical efficiency, and detection efficiency. Optical effi- 
ciency and detection efficiency are derived quantities that depend on a large 
number of specific design parameters. 

1.6.1    Receiver Architectures 

Laser radars employ two different and distinct types of optical detection tech- 
niques. These techniques are direct detection and heterodyne or coherent 
detection. 

1.6.1.1 Direct Detection. In direct detection laser radar (Fig. 1.12), the 
received optical energy is focused onto a photosensitive element that generates 
a voltage (or current) that is directly proportional to the optical power that 
strikes it. This process is identical to a conventional, passive optical receiver 
or to a typical laser rangefinder. 

Beam 
Shaping 
Optics 

Laser 
Transmitter 

—* -*■ Telescope —»■ 
Scanning 

Optics 

Imaging 
Optics Detector ■*— •*— Telescope •*— Scanning 

Optics 

Fig. 1.12   The block diagram of a direct detection laser radar is similar in operation to a 
laser range finder. 
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1.6.1.2 Heterodyne Detection. In heterodyne (or coherent) detection laser 
radar (Fig. 1.1), the received optical energy is first mixed with a reference 
optical signal or local oscillator. The local oscillator is commonly generated by 
a continuous wave (cw) laser. This mixed signal is then focused onto a photo- 
sensitive element. If the signal and the local oscillator are spatially and tem- 
porally coherent, are well aligned with respect to each other, and have identical 
polarizations, then the two optical signals generate temporal interference at 
a frequency equal to the frequency difference between them. This is the het- 
erodyne signal. 

The optical heterodyne mixing process is illustrated in Fig. 1.13. If the local 
oscillator and the received signal have matched phase fronts over the detector 
surface, it can be shown that the intensity of the radiation falling on the 
detector is given by 

ZU) = ce0[£?o + El + 2E\0ES cos(8arf)] (1.28) 

where 

lit) 
Ei» 
Es 
8w 

eo 
c 

= intensity incident on the detector in watts per square meter 
= local oscillator electric field amplitude in volts per meter 
= received signal electric field amplitude in volts per meter 
= ws - COlo 

= received signal electric field frequency in Hertz 
= local oscillator electric field frequency in Hertz 
= electric permittivity of free space 
= speed of light in a vacuum. 

As with direct detection, the photosensitive element in the receiver generates 
a voltage directly proportional to the optical power that strikes it. However, 
the optical power on the detector is now composed of three components: the 
original received signal iE2

s), the local oscillator signal (E\0), and the hetero- 
dyne signal. The heterodyne signal is at the difference frequency between the 
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Fig. 1.13   Optical heterodyne mixing process. 
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local oscillator and the received signal. If the target is in motion relative to 
the laser radar, then the frequency of the received optical signal is altered by 
the Doppler shift. If the transmitted frequency and the local oscillator fre- 
quency are known, then the Doppler shift of the received signal can be deter- 
mined and, as a result, the radial velocity of the target can be determined. 
The heterodyne signal preserves the phase information of the received signal 
carrier, whereas the direct detection signal preserves only the amplitude in- 
formation of the received signal carrier envelope. 

The detector also generates a dc electrical signal in response to the cw local 
oscillator. The heterodyne signal consists of an ac electrical signal that weakly 
modulates this large dc signal. Filtering of this combined signal is required 
to isolate the heterodyne signal, which carries all target information, from the 
local oscillator signal. This is easily accomplished with a high-pass electronic 
filter. 

The power of the electrical (heterodyne) signal generated by the photo- 
detector is proportional to the electric field strength of the received signal and 
to the electric field strength of the local oscillator. Likewise, the power of the 
shot noise generated by the dc electrical signal created in response to the cw 
local oscillator radiation absorbed by the detector is proportional to the electric 
field strength of the local oscillator. Because the local oscillator can be made 
arbitrarily intense (within the damage threshold and dynamic range of the 
detector), the heterodyne signal can be made to dominate over the direct de- 
tection signal. The local-oscillator-generated shot noise can then be made to 
dominate all other noise sources. Under these conditions, the heterodyne signal 
is limited only by shot noise. The SNR of the heterodyne detector then no 
longer depends on the intensity of the local oscillator. 

There are, however, limits to this process. First, the local oscillator cannot 
in practice be made arbitrarily intense. All detector elements have some optical 
power damage limit. For a mercury cadmium telluride (HgCdTe) detector 
operating at 77 K, the damage threshold is approximately 10 W/cm2. For a 
100-|xm detector element, the total optical power striking the detector must 
be less than about 1 mW. 

1.6.1.3 Homodyne Detection. A conventional heterodyne receiver, as shown 
in Fig. 1.1, requires a separate laser source to serve as the local oscillator. In 
some cases, part of the laser radiation from the transmitter source can also be 
used as the local oscillator for the receiver. This technique, known as homodyne 
detection, eliminates the need for a separate laser source. A block diagram of 
a conventional homodyne laser radar transmitter and receiver is shown in Fig. 
1.14. A portion of the laser beam is split off to form the local oscillator, which 
is mixed with the received optical signal. The optical detection process in a 
homodyne receiver is identical to that in a heterodyne receiver. 

As with a heterodyne receiver, detection requires that the local oscillator 
illuminate the detector simultaneously with the received signal. Because the 
range to the target is generally not known, the time of arrival is also not 
known. As a result, the transmitter in a homodyne laser radar is generally a 
cw source. An unmodulated cw source is well suited for velocity measurements 
but is incapable of measuring range. If range information is required, the 
transmitted beam can be modulated after the local oscillator beam is split off 
but before the transmit beam enters the transmit to receive isolator. 
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Fig. 1.14   Block diagram of a conventional homodyne laser radar. 

Another approach to range measurement in a homodyne system is to fre- 
quency modulate (FM) the transmitter laser source (see Sees. 1.11.3 and 1.12.3.1). 
As a consequence, the frequency of the local oscillator is also modulated. Be- 
cause the transmitter frequency is changing as a function of time, the round 
trip causes the received frequency to be different from the currently trans- 
mitted frequency and the current local oscillator frequency. The difference in 
frequency (neglecting any Doppler shift) between the received signal and the 
local oscillator signal is a measure of the range to the target. In principle, any 
frequency modulation format can be used (sinusoidal, sawtooth, triangular, 
etc.). In practice, saw-toothed and triangular waveforms are the most common. 

If the local oscillator and the transmitted signal are not frequency modulated 
in a homodyne laser radar, then the electronic signal frequency is entirely the 
result of the Doppler shift. In this case, measurement of the homodyne signal 
frequency is a direct measure of the radial target velocity. As a result, homo- 
dyne systems that are not frequency modulated are limited in their ability to 
interrogate stationary objects, because the frequency of the homodyne signal 
from a stationary object is zero. In the case of a stationary target, the homodyne 
signal is directly competing with the dc local-oscillator-induced signal. 

Homodyne laser radars have two primary advantages. First, they are sim- 
pler (and therefore more reliable) than heterodyne laser radars because they 
eliminate the need for a second laser source. The second advantage is that 
frequency stability requirements of the signal laser can be relaxed. The rate 
at which the laser frequency may drift can be determined by dividing the 
acceptable frequency error by the round-trip transit time of the laser radiation. 
Even at ranges in excess of 10 km, this round-trip time is less than 100 JJLS. 
The required stability is usually well within the natural behavior of many 
common laser sources. 
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Fig. 1.15   Block diagram of a frequency offset homodyne laser radar using a single acousto- 
optic cell. 

1.6.1.4 Offset Homodyne Detection. The difficulty in measuring station- 
ary objects can be overcome with an offset homodyne receiver. In an offset 
homodyne receiver, the local oscillator beam is frequency shifted from the 
transmitter beam. Stationary objects generate a signal at the shift frequency, 
which can be made to be well separated from the dc local oscillator induced 
signal. 

In principle, the frequency shift can be accomplished by inserting a fre- 
quency shifting device between the beamsplitter and the mixing element in 
the local oscillator path shown in Fig. 1.15. The shifting device is commonly 
an acousto-optic modulator (AOM), which requires an rf input signal at a 
frequency equal to the desired frequency shift of the optical beam. In practice, 
it is often found that the electromagnetic coupling (EMC) between the radio 
frequency AOM driver and the laser radar photodetector and/or the receiver 
electronics is so strong that two or more AOMs, each operating at a different 
rf frequency, have to be used. This technique is employed so that the total 
frequency shift of the optical radiation is not at the frequency of any of the rf 
drivers, nor at any of their harmonics, nor at any of the subharmonics that 
result from the mixing of the various rf drive frequencies. 

1.6.1.5 Three-Frequency Heterodyne. The Doppler shift of a moving target 
provides very precise information on the velocity of the target. The target- 
induced Doppler shift can also require that the receiver have a very wide 
bandwidth so that the frequency of the returning, heterodyne-detected signal 
falls within the bandwidth of the receiver electronics. Increasing the bandwidth 
to accommodate the range of Doppler shifts that may be present increases the 
noise level within the receiver. This increased noise reduces the probability 
of detection or increases the probability of a false alarm, or both. A three- 
frequency heterodyne receiver overcomes this limitation. 

A block diagram of a three-frequency heterodyne system is shown in Fig. 
1.16. As can be seen, the three-frequency technique involves more than just 
the receiver. Two separate laser transmitter sources that are frequency offset 
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Fig. 1.16   Block diagram of a three-frequency heterodyne laser radar. 

from one another by a small, but finite and fixed, amount are used. These two 
laser beams are then combined along a single optical axis and both beams are 
transmitted to the target. Both beams are Doppler shifted by the target's 
motion and reflected back to the receiver. At the receiver, the two reflected 
signals are mixed with the local oscillator and imaged onto a photosensitive 
detector as in a conventional heterodyne receiver. 

Each received signal generates its own, separate heterodyne signal in the 
photosensitive detector. These two electronic signals create additional signals 
at their sum and difference frequencies. Because the frequency difference be- 
tween the two beams is small, the Doppler shift of each reflected signal is 
almost the same. Any difference in Doppler shift between the two beams is 
generally so small that it is not measurable. As a result, the difference in 
frequency between the two electronic signals is the same as the frequency 
difference between the two transmitter lasers, regardless of the target velocity. 
The electronics that follow the photodetector are required to be sensitive to 
only a narrow frequency band near the frequency difference between the two 
lasers and not to the full spectral range of the target Doppler shift. 

1.6.2    Receiver Aperture Diameter 

In a coherent laser radar, speckle limits the effective receiver aperture di- 
ameter. This is a departure from ordinary experience with conventional optics 
and from what might be expected by simple inspection of the laser radar range 
equation [Eq. (1.1)]. The apparent received power increases linearly with the 
receiver aperture area (square of the aperture diameter) until the physical 
(not effective) diameter of the receiver aperture is approximately equal to the 
average diameter of a speckle lobe. The apparent received power increases 
only linearly with the diameter thereafter. A discussion of target speckle effects 
is found in Sec. 1.5. 

This reduction in collection efficiency is the result of a loss in coherence of 
the reflected signal over the aperture area. In the strictest sense, this is a 
target signature effect and not a loss in receiver efficiency. However, it is 
simpler to treat the phenomenon here. Because individual speckle lobes are 
coherent with respect to themselves, but not with respect to each other, only 
that portion of each lobe that adds in phase contributes to the heterodyne 
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signal. The lobes average together over a large aperture, reducing speckle- 
induced fluctuations but also generating a weaker electronic signal, on the 
average, than a perfectly coherent optical signal with the same average power. 

When the receiver aperture diameter is larger than the mean diameter of 
a speckle lobe, the effective diameter of the receiver can be expressed by 

D = VDrf~s , (1-29) 

where 
D   = effective receiver aperture diameter in meters 
Dr = receiver clear aperture diameter in meters 
ds = mean speckle lobe diameter in meters. 

It is common in optical analyses to use an effective receiver aperture diameter 
smaller than the actual physical aperture diameter. This reduction is used to 
account for losses in the receiver optical train. The laser radar range equation 
[Eq. (1.1)] is based on the physical aperture diameter or the speckle lobe 
reduced diameter, whichever is smaller. Separating the receiver aperture size 
from the collection efficiency of the receiver reduces the possibility of confusion 
when evaluating system performance. Receiver optical losses are considered 
separately as a part of the receiver optical efficiency. 

1.6.3    Performance Limitations 

The ability of a laser radar receiver to detect incoming radiation is limited by 
the performance of the individual components and the quality of the design. 
Of primary importance in a heterodyne system is the quality of the optical 
components, the sensitivity and frequency response of the detector(s), and the 
alignment of the target with the optical axis of the receiver (boresight error). 

1.6.3.1 Optical Efficiency and Polarization Sensitivity. The laser radar 
receiver does not transfer all the energy it intercepts to the detector element. 
The received energy experiences optical losses as the result of absorption and 
scattering by its own components just as do conventional passive optical re- 
ceivers. These optical losses are included in the optical efficiency term of the 
laser radar range equation. 

In addition to the conventional optical losses, some laser radar receivers 
experience an additional, polarization-specific loss. Many direct detection re- 
ceivers and all heterodyne receivers are sensitive to only one component of 
the polarization of light. Many real targets tend to depolarize the reflected 
optical radiation. Analytically, this depolarization effect can be accounted for 
either by a reduction in the effective target laser cross section or by a reduction 
in the effective optical efficiency of the receiver. Failure to include this effect 
can result in a significant overestimation of system performance. 

1.6.3.2 Heterodyne Efficiency. Heterodyne efficiency does not affect the 
magnitude of the optical radiation that reaches the detector and, as a result, 
does not appear in the laser radar range equation [Eq. (1.1)]. Heterodyne 
efficiency is a measure of the receiver's ability to detect coherent radiation. It 
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is included here because it is directly dependent on the receiver design. Het- 
erodyne efficiency is an integral element of the determination of the received 
SNR discussed in Sec. 1.7. Heterodyne efficiency is discussed in more detail 
in Sec. 1.8. 

In addition to losing the light the receiver aperture intercepted, the optical 
receiver may also corrupt the phase front of the received radiation. Phase- 
front errors reduce the heterodyne efficiency of the receiver. In a direct detec- 
tion receiver, all the light that strikes the photosensitive element contributes 
to the electronic signal. However, in a heterodyne or homodyne system, only 
the light that matches the phase front of the local oscillator generates a het- 
erodyne signal. All other light is either not detected or may, in some cases, 
actually intefere with the detection of the heterodyne signal. 

1.6.3.3 Detector Quantum Efficiency. Detector quantum efficiency is a 
measure of the ability of a specific detector to convert incident photons into 
electrons. As with heterodyne efficiency, detector quantum efficiency does not 
affect the magnitude of the power incident on the receiver. It is, however, a 
major factor that determines the system's overall sensitivity and the SNR 
achieved for any particular signal. The detector quantum efficiency is generally 
expressed as a percentage or as a fraction between 0 and 1. 

1.6.3.4 Detector Bandwidth. The quantum efficiency of the detector is a 
strong function of the modulation bandwidth of the received optical signal. 
Typically, the measured quantum efficiency is highest under cw illumination 
and decays monotonically as the frequency of amplitude modulation of the 
illumination is increased. The quantum efficiency measured under cw condi- 
tions is sometimes referred to as the dc quantum efficiency. When conducting 
system analyses, it is important to consider the quantum efficiency of the 
detector at the highest operating frequency to be encountered in the specific 
application. 

1.6.4    Line-of-Sight Errors and the Lag-Angle Effect 

The sensitivity of a laser radar receiver depends on the alignment of the 
receiver with the target. Any difference between the optical axis of the receiver 
and the line of sight between the receiver and the target is referred to as the 
receiver line-of-sight error. In a direct-detection receiver, the loss of sensitivity 
is primarily the result of the received target image falling off the sensitive 
area of the photodetector. In a heterodyne receiver, the sensitivity loss is the 
result of this effect and of a reduction in the heterodyne efficiency of the receiver 
for off-axis signals. 

Scanned laser radars introduce a range-dependent, line-of-sight error be- 
tween a monostatic transmitter and the receiver. The round-trip time and the 
scan rate cause the received signal to arrive from a different position than the 
transmitter is currently pointing. The receiver must point behind or lag the 
transmitter if the reflected radiation is to arrive on the receiver optical axis. 
This lag angle (Fig. 1.17) is a result of the laser radar scanner motion only. 
Target motion, without scanner motion, does not generate an angular dis- 
placement of the received signal. The lag angle is independent of target type 
and occurs for extended targets (e.g., ground returns from an airborne system) 
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Fig. 1.17   The lag-angle effect. 

and for point targets (e.g., returns from an orbiting satellite). The lag angle 
is given by 

= 9T 
26 nr 

(1.30) 

where 

6 = lag angle in radians 
0 = angular rate or scan rate in radians per second 
T = round-trip time in seconds 
r = range to target in meters 
c = speed of light in meters per second 
n = mean index of refraction of the propagation media. 

1.6.5    Field of View 

The receiver is also commonly characterized by its angular coverage. Several 
terms have often been used interchangeably to describe this coverage. The 
following definitions are recommended. 

The instantaneous field of view (IFOV) is the far-field angular subtense of 
a single detector element or the width of the receiver point-spread function, 
whichever is larger. The field of view (FOV) is the total far-field angular 
subtense of all detectors in the focal plane. The scanned field of view (SFOV) 
is the angular coverage of the detector(s) in a single scan cycle (e.g., the angular 
size of an image frame in a raster-scanned system). The field of regard (FOR) 
is the total angular extent over which the FOV can be positioned. 
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1.6.6    Solved Problem 

Problem 1.11. Find the receiver optical efficiency of a catadioptric Casse- 
grainian receiver having a central obscuration of 50% (linear) of the clear 
aperture diameter. Each of the mirrors of the Cassegrain has a reflectivity of 
98.5%. The focal lens has a transmission of 99% per surface. 

Solution 1.11. A catadioptric Cassegrain has a primary and a secondary mir- 
ror and a refracting eyepiece. The eyepiece is assumed to be a singlet. The 
secondary, which is half of the diameter of the primary, creates a central 
obscuration and blocks 25% of the incoming light. The receiver optical effi- 
ciency is the product of the one minus the obscuration ratio and the reflectivity 
(or transmissivity) of each element. 

:.T)r = (1 - 0.25)(0.99)(0.99)(0.985)(0.985) = 0.71 . 

1.7   SIGNAL DETECTION IN NOISE 

Laser radar receivers are limited by the same noise sources (ambient back- 
grounds, detector dark current, thermal noise, quantum shot noise) as con- 
ventional optical systems. However, because the laser radar system controls 
the illumination (transmitter) process, additional techniques, which are not 
normally available to conventional optical systems, are available for noise 
reduction in laser radars. The most important laser radar technique for noise 
reduction is optical heterodyne detection, as discussed in Sec. 1.6. 

1.7.1    Signal-to-Noise Ratio 

SNR is defined as the ratio of the peak signal power to rms noise power. The 
theoretical SNR of laser radar employing coherent (heterodyne) detection is 
given by 

SNR -pm ■ 
where 

SNR = signal to noise ratio 
Pr = received power in watts 
T|HQ = heterodyne quantum efficiency 
h = Planck's constant = 6.626196 x 10"34Js 
■Ö = optical (carrier) frequency in hertz 
B = effective receiver bandwidth in hertz 
f = transmitter pulse repetition frequency in hertz 
T = effective pulse length in seconds. 

Measurements of the SNR achieved by coherent laser radars have consistently 
fallen short of the theoretical value predicted by Eq. (1.31). After accounting 
for all known losses, actual performance has empirically been shown to be 
typically between 3 and 8 dB lower than that theoretically predicted. At the 
present time, the discrepancy between theory and experiment is unre- 
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solved. The laser radar designer or analyst is cautioned to include such sys- 
tematic losses in performance estimates to prevent insufficient performance 
in the field. 

1.7.2    Signal Detection 

All radar systems establish some criterion to determine the presence of a return 
signal. This criterion commonly takes the form of a voltage threshold. If the 
signal (and noise) exceed this threshold, then a return signal has been detected. 
However, a finite probability exists that the noise will exceed this threshold, 
even without a return signal. Likewise, the probability is less than unity that 
the sum of the noise and the signal will exceed the threshold, even if the signal 
voltage is equal to or greater than the threshold. The likelihood that the signal 
and noise will exceed the threshold is the probability of detection. The prob- 
ability of the noise alone exceeding the threshold during any one observation 
opportunity (i.e., a resolution cell) is the probability of a false alarm. 

For a given type of signal and type of noise, the relationship between the 
SNR, the probability of detection, and the probability of a false alarm is unique, 
i.e., specifying any two of the three uniquely defines the third. The probability 
of detection for a sinusoidal, nonfluctuating signal in Gaussian white noise is 
given by 

ir°° r f11 

Pd = -      x exp{-[(x2 + A2)/2]}        exp(jeA cosy) dy dx (1.32) 

where 

probability of detection Pd 
A    = (2SNR)*' 
VT = [-2 1n(Pfa)]1/2 

Pfa = probability of a false alarm, 

and x and y are integration variables.30 Figure 1.18 is a plot of the probability 
of detection as a function of the SNR for several values of the probability of a 
false alarm for a constant amplitude signal. 

Equation (1.32) is difficult to evaluate analytically; numerical techniques 
or approximations are normally employed. The probability of detection can be 
approximated by31 

Pd 1 + erf< 
\ + SNR)1/2 " 

In 
Pfa 

1/2 

(1.33) 

where all terms are as previously defined. This approximation is valid for most 
cases encountered in laser radar design and analysis. Although the relative 
difference between Eqs. (1.32) and (1.33) is large for small SNRs, numerical 
studies have shown that the absolute error of Eq. (1.32) is less than 0.02 if 
10 ~~12 < Pfa < 10 ~ 3 and SNR > 2. Laser radar systems seldom operate outside 
these domains. 

If the received signal strength fluctuates, as it does when the target return 
is dominated by speckle induced fluctuations, then Eq. (1.31) is no longer valid. 
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Fig. 1.18 Probability of detection of a sine wave in Gaussian white noise for several values 
of the probability of a false alarm. The probability of a false alarm presented here is per 
resolution cell. 

Swerling has calculated the detection probabilities for four different fluctuation 
models.30 A higher mean SNR is normally required to achieve the same prob- 
ability of detection and probability of a false alarm than with a constant signal 
strength. 

The exception to the requirement for higher SNR occurs for systems that 
operate with a low (less than approximately 0.4), single shot probability of 
detection. In this case, the signal fluctuations enhance the probability of de- 
tection. A lower mean SNR is required for such systems under these conditions 
of signal fluctuations. Figure 1.19 illustrates the additional SNR required to 
achieve a particular probability of detection. 

1.7.3    Detection Laws 

In some cases, external constraints or the state of the art may limit the SNR 
to values that do not permit acceptable performance from a single measurement 
attempt. In these cases, it may be possible to combine the received signal from 
several measurement attempts to increase the net system performance. 

1.7.3.1 Signal Averaging. One approach to increasing the probability of 
detection is signal averaging. If n measurements are attempted and the re- 
ceived signals are added together, then the net SNR increases if the received 
signals are correlated and the noise is uncorrelated. The probability of detection 
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Fig. 1.19 Additional SNR required to achieve a specified probability of detection, when 
the received signal fluctuates (as compared with a nonfluctuating signal). A target return 
dominated by speckle is equivalent to Swerling30 case 2. 

is increased and the SNR-dependent measurement errors are reduced. The net 
SNR resulting from combining n independent measurement attempts when 
the received signals are perfectly correlated and the noise is uncorrelated (e.g., 
white noise) is given by 

SNRnet = VrcSNR (1.34) 

where 

SNRnet = net SNR 
n = number of independent measurements 
SNR      = SNR of a single measurement. 

Signal averaging can be implemented by transmitting a preselected number 
of pulses or with a variable number. If the number of pulses is varied, then 
the received signals are added until the averaged signal results in a detection 
decision or until a maximum number of measurements have been attempted. 

1.7.3.2 m-Out-of-n Detection. Another approach to increasing the overall 
probability of detection without increasing the SNR is n-of-m detection. In this 
technique, a fixed number of measurement attempts are made and "detection" 
(e.g., a threshold crossing) is required in only a few of these attempts. A system- 
level detection is made if a specified number of these measurement attempts 
are successful. This is also referred to as a double-threshold detector and as a 
binary moving-window detector.32 Here m is the number of successful mea- 
surements, and n is the number of attempts. Thus, a system that attempts to 
make a system-level detection decision on each measurement can be referred 
to as using a 1-of-l detection law. 
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The advantage of an n-of-m system is partially offset by the lower probability 
of a false alarm, which is required on a per measurement basis, when compared 
to a 1-of-l system, to achieve the same system-level false alarm rate. For a 
given SNR, this results in a lower probability of detection for each measure- 
ment attempt. 

As with signal averaging, a fixed number of measurement attempts may be 
made or m can be treated as an upper limit on the number of attempts. If n 
successful measurements are made before m attempts, the system can disen- 
gage the current target and initiate operation against the next target. This 
strategy, which is often used to conserve laser radar resources, is commonly 
referred to as shoot-look-shoot. Although the m-out-of-ra detection technique 
enhances the probability of detection, it does not necessarily reduce the range- 
dependent measurement errors. 

1.7.3.3 m-Out-of-n Detection with Averaging. Signal averaging and m- 
out-of-n detection are not mutually exclusive. Individual measurement at- 
tempts can be evaluated individually to determine detection of an m-of-n basis 
and can be simultaneously averaged to determine if the composite signal has 
crossed the detection threshold. This preserves the best of both techniques and 
has been demonstrated to be more sensitive (i.e., produces a higher probability 
of detection) than either n of m or averaging alone. The principal disadvantage 
is that the receiver electronics required to implement this technique are sig- 
nificantly more complex. 

1.7.4    Receiver Bandwidth 

The bandwidth of the electronics that follow the optical detector has a strong 
effect on the SNR of the entire system. If the bandwidth is too large, excess 
noise is admitted into the system. If it is too narrow, then a portion of the 
signal is excluded. Either excluding signal or admitting excess noise reduces 
the SNR. This condition gives rise to the need to "match" the bandwidth of 
the receiver to the frequency content of the received signal. 

The frequency content of the received signal is the result of several sources. 
In most systems, the spectral content of the transmitted signal defines the 
bandwidth required for the receiver. The bandwidth of the transmitted mod- 
ulation is discussed in Sec. 1.11.6. In systems where the transmitter is very 
narrow band, most notably velocimetry systems, the receiver bandwidth is 
defined by target characteristics. The preamplifier, which immediately follows 
the detector, is typically the most important component in defining the oper- 
ational bandwidth of the receiver. 

1.7.5    Solved Problems 

Problem 1.12. Find the received power required to achieve a probability of 
detection of 0.99 with a probability of false alarm of 10 ~~ 6 for a cw laser radar 
against a nonfluctuating target at a laser wavelength of 11.15 |xm over a 
1-MHz bandwidth when the receiver has a heterodyne quantum efficiency 
of 20%. 
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Solution 1.12. From Fig. 1.18, the SNR required to achieve a 99% probability 
of detection with a 10 probability of a false alarm is approximately 14 dB 
or 25. The exact value can be found more precisely by iteration of Eq. (1.33). 
The SNR of a coherent laser radar is given by Eq. (1.31): 

SNR = Prmq 

hWfr ' 

Solving Eq. (1.31) for received power yields 

Pr  = 
MB/TSNR 

THHQ 

this problem 

SNR = 25 
A. = 11.15 x 10~e m 
d = cl\ = 2.69 x 10i3 Hz 
THHQ 

B 
= 0.2 
= 1 x 106 Hz. 

For a cw system, the pulse repetition frequency and the pulse duration can be 
regarded as reciprocals of each other. Substitution yields 

Pr = 2.23 x 10~12W . 

Problem 1.13. Find the average SNR required to achieve an average prob- 
ability of detection of 0.95 with a probability of false alarm of 10 ~4 per reso- 
lution cell against a target whose return signal is dominated by speckle. 

Solution 1.13. From Fig. 1.18, the SNR required to achieve a probability of 
detection of 95% and a probability of false alarm of 0.0001 is approximately 
12 dB. A target whose return is dominated by speckle produces a returning 
signal that fluctuates rapidly. Figure 1.19 indicates that an average of 11 dB 
more signal is required to preserve the probability of detection at 0.95 under 
these conditions. The average SNR must be 12 dB + 11 dB or 23 dB to maintain 
the same level of system performance against a speckle target as was achieved 
at 12 dB for a nonspeckle target. 

Problem 1.14. Find the SNR theoretically achieved by a cw 10.6-(xm received 
signal having a mean power of 3.5 x 10 -8 W into a receiver having an optical 
efficiency of 0.8, a heterodyne efficiency of 0.5, a detector quantum efficiency 
of 0.6, and an effective receiver bandwidth of 100 kHz. 

Solution 1.14.   The SNR of a coherent laser radar is given by Eq. (1.31): 

PrWQ 
SNR = 

hWfr 
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In this problem, 3.5 x 10 W of power are incident on the receiver but only 
80% of it reaches the detector as the result of the optical efficiency of the 
receiver: 

:.Pr = 2.8 x 10~8W . 

In this problem, 

•nHQ = y\H x T\Q = 0.6 x 0.5 = 0.3 
\ = 10.6 x 10"6m 
ft = c/X = 2.83 x 1013 Hz 
B = 100,000 Hz 
f = 1/T. 

Substitution yields 

SNR = 4.48 x 106   or 66.5 dB . 

1.8    HETERODYNE EFFICIENCY 

Heterodyne quantum efficiency is a measure of the degradation of the actual 
heterodyne response of a laser radar receiver from the optimum response. In 
general, it depends on the point-by-point responsivity of the detector, the signal 
and local oscillator field distributions, and any phase front misalignment be- 
tween the signal and local oscillator fields.33-35 

The heterodyne quantum efficiency for a circularly symmetrical detector, 
local oscillator, and received signal is given by33 

fZo 

TIQ(. 
Jo 

2 

z)Us(z)U\o(z)Jo(kzQ)z dz 

Two = - r— - , (1-35) 

o r)Q(z)[Ui0(z)]2z dz    Jo [Us(z)]2z dz1, 

where 

TIHQ = heterodyne quantum efficiency 
TiQ    = point-by-point quantum efficiency of the detector 
20     = detector radius in meters 
Us    = signal field amplitude distribution 
C/io   = local oscillator field amplitude distribution 
Jo     = zero-order Bessel function of the first kind 
k      = magnitude of the received signal wave vector 
6      = angle between the local oscillator and received signal phase 

fronts (see Fig. 1.20). 

In contrast, the heterodyne efficiency (or mixing efficiency) is dependent 
only on the signal and local oscillator field distributions and their relative 
alignment. These two parameters, heterodyne efficiency and heterodyne quan- 
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Fig. 1.20 Local oscillator, received signal, and detector surface geometry—side view. The 
surfaces of constant phase for the local oscillator (solid lines) and received signal (dashed 
lines) are shown. The angle between the direction of propagation of the local oscillator and 
received signal is shown as 6. 

turn efficiency, are often confused. The heterodyne efficiency is, in effect, one 
of the components that contributes to the heterodyne quantum efficiency. Be- 
cause the point-by-point quantum efficiency over the detector surface is seldom 
available, the heterodyne efficiency is generally computed for modeling and 
performance prediction purposes. In these cases, the quantum efficiency is 
normally approximated by its average value over the detector area. 

The heterodyne (mixing) efficiency can be calculated from Eq. (1.35) by 
setting the quantum efficiency equal to 1. The heterodyne efficiency is therefore 
given by 

f\H = 

Us(z)U\o(z)J0(kzQ)z dz 
o 

J^[tfto(«)]Z«<fe}{/  [Us(z)fzdz 

(1.36) 

where all terms are as previously defined. In those cases where the detector 
quantum efficiency is constant over the detector surface, the heterodyne quan- 
tum efficiency is then 

TIHQ = r\Hr\Q , 

where all terms are as previously defined. 
However, the performance of actual laser radar systems is dependent on 

both the mixing efficiency and the quantum efficiency. If the detector quantum 
efficiency is not constant over the detector area, then the response of a het- 
erodyne receiver is a nonlinear function of the mixing efficiency and the quan- 
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Fig. 1.21 Quadrant detector geometry for heterodyne efficiency calculations. The local 
oscillator was perfectly aligned with the center of the detector array in all cases. The target 
image was displaced either along a line that bisected a single quadrant (quadrant center 
line) or along a line that bounded a quadrant (quadrant edge line). 

turn efficiency.33 It is the heterodyne quantum efficiency that is normally 
measured experimentally. Some disagreements between measured and pre- 
dicted performance may be attributable to the confusion between heterodyne 
efficiency and heterodyne quantum efficiency and the techniques required to 
measure each.33 

Heterodyne efficiency is also dependent on the alignment of the received 
signal, the detector, and the local oscillator. This is particularly important for 
tracking laser radars because the target image is seldom centered on the 
detector at the initial acquisition. Figures 1.20 and 1.21 show the detector and 
local oscillator geometry for a quadrant detector array. Figures 1.22 through 
1.27 illustrate the decrease in the calculated heterodyne efficiency with target 
image displacement at the focal plane for such a detector and for various 
arrangements of Airy-patterned signals and Airy and uniform pattern local 
oscillators. 

1.9    LASER RADAR MEASUREMENTS 

Laser radars are capable of making a variety of measurements. This capability 
presents the immediate possibility of multidimensional information. However, 
not all possible measurements can be made simultaneously to an arbitrary 
level of accuracy. The quality of the individual measurements is dependent on 
many factors, including the SNR, laser wavelength, and modulation and de- 
modulation techniques. 

1.9.1    Range 

Conceptually, the simplest type of laser radar determines range by transmit- 
ting a light pulse and measuring its round-trip time of flight. Range is then 
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Fig. 1.22 Heterodyne efficiency for a quadrant array illuminated by an Airy signal and 
a uniform local oscillator. The sum of all four quadrant elements of a 200-(jim-diam detector 
is shown for several displacements of the Airy signal from the center of the array as a 
function of Airy disk diameter. 
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RATIO OF DETECTOR DIAMETER TO AIRY DIAMETER 

Fig. 1.23 Heterodyne efficiency for a quadrant array illuminated by a matched Airy signal 
and local oscillator. The sum of all four quadrant elements of a 200-(j.m-diam detector is 
shown for several displacements of the Airy signal from the center of the array as a function 
of Airy disk diameter. 
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Fig. 1.24 Heterodyne efficiency for a single element of a quadrant array illuminated by 
an Airy signal and a uniform local oscillator as a function of Airy disk diameter. The 
heterodyne efficiency for a single quadrant element is shown for several displacements of 
the Airy signal along the quadrant center line for a 200-|xm detector. 
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Fig. 1.25 Heterodyne efficiency for a single element of a quadrant array illuminated by 
a matched Airy signal and local oscillator as a function of Airy disk diameter. The hetero- 
dyne efficiency for a single quadrant element is shown for several displacements of the Airy 
signal along the quadrant center line for a 200-n-m detector. 
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Fig. 1.26 Heterodyne efficiency for a single element of a quadrant array illuminated by 
an Airy signal and a uniform local oscillator as a function of Airy disk diameter. The 
heterodyne efficiency for a single quadrant element is shown for several displacements of 
the Airy signal along the quadrant edge line for a 200-|xm detector. 

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 

RATIO OF DETECTOR DIAMETER TO AIRY DIAMETER 

Fig. 1.27 Heterodyne efficiency for a single element of a quadrant array illuminated by 
a matched Airy signal and local oscillator as a function of Airy disk diameter. The hetero- 
dyne efficiency for a single quadrant element is shown for several displacements of the Airy 
signal along the quadrant edge line for a 200-(xm detector. 
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determined by dividing the round-trip time by twice the speed of light in the 
medium. In practice, many forms of modulation can be imposed on the light 
to determine the round-trip time. The range to a target is given by 

' - f • 
where 

r   = range in meters 
c   = speed of light in a vacuum in meters per second = 2.997925 x 

108 m/s 
At = round-trip time of the laser radar signal in seconds 
n   = mean index of refraction of the propagation media. 

1.9.2    Velocity 

Two different approaches are commonly used to determine the velocity of a 
target. The simplest method is to take multiple range measurements at dif- 
ferent times and compute the rate of change of the range. Although concep- 
tually simple, time differentiation of range tends to amplify errors in the 
measurement of range and in the measurement of the time between the range 
measurements. A more sensitive technique is to measure the Doppler shift of 
the reflected light using a heterodyne receiver. 

A heterodyne receiver has been used36 to measure the differential Doppler 
shifts from multiple corner reflectors mounted on a rigid body. This differential 
velocity measurement permits the measurement of pitch rate as well as the 
center-of-mass translation. The Doppler shift frequency of the laser radar ra- 
diation reflected from a moving target is given by 

ft 
$D = ~(vi cosOi + v2 cos92) , (1.38) 

c 

where 

do = Doppler shift frequency in hertz 
■ö    = optical (carrier) frequency in hertz 
6i   = angle between the transmitter line of sight and the target 

velocity vector in radians (see Fig. 1.26) 
02   = angle between the receiver line of sight and the target velocity 

vector in radians 
v\   = magnitude of the target velocity vector in an inertial frame 

where the transmitter is at rest 
i>2   = magnitude of the target velocity vector in an inertial frame 

where the receiver is at rest, 

and all other terms are as previously defined. Equation (1.38) is valid as long 
as the velocities of the target, the illuminator, and the receiver are all much 
less than the speed of light (nonrelativistic case). For a monostatic laser radar, 
vi = i>2 = v and 0i = 02 = 0. In this case, Eq. (1.38) reduces to 
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Fig. 1.28   Doppier shift of common laser wavelengths. 

■ÖD = 
2vü COS6        2ui|'& 

(1.39) 

where v\\ = v cos0 = radial velocity or velocity along the line of sight and all 
other terms are as previously defined. 

Because the Doppler shift is proportional to the carrier frequency, the Dop- 
pler shift for laser radar is much larger than that observed by microwave or 
millimeter-wave radar. The Doppler shift observed by several common laser 
radar wavelengths is shown in Fig. 1.28. As shown in this figure, a radial 
target velocity of only 1.0 m/s produces a Doppler shift of approximately 189 
kHz for a CO2 laser radar operating at 10.6 |xm. In comparison, the Doppler 
shift for a millimeter-wave system operating at 35 GHz at this same velocity 
is only 233 Hz. This larger Doppler shift permits much more accurate and 
precise measurement of velocity (see Sec. 1.10). This superior measurement 
capability is one of the principal advantages of laser radar. 

The radial velocity of a target, measured by monostatic laser radar is given 
by 

v\\ 2d  ~~    2 
(1.40) 

where \ is the transmitted wavelength and all other terms are as previously 
defined. 

1.9.3    Intensity 

The strength of the return signal is often used to test the validity of a received 
signal by postdetection signal-processing algorithms. Low-amplitude signals, 
although above the detection threshold, may not be used in some image-processing 
functions or may be subjected to additional processing (e.g., median filters) to 



58    IR/EO HANDBOOK 

verify their validity. The strength of the return is also necessary to determine 
bearing to the target as discussed in Sec. 1.9.4. 

1.9.4 Bearing 

The angular position of a target can be determined by measuring the direction 
of arrival of the received laser radar signal. Because laser radar is inherently 
highly directional, this measurement is often unnecessary. However, in those 
cases where even finer angular position data are required, they can be obtained 
by imaging the received signal on a four-quadrant photodetector (or multiele- 
ment array). The received light generates an electronic signal in more than 
one detector element. The ratio of the signal strength between adjoining ele- 
ments is a measure of the centroid of the target image and, as a result, of the 
target's angular position. 

1.9.5 Target Signature 

It is often necessary to determine the type of target in addition to its location. 
This is commonly accomplished by making multiple measurements of range, 
velocity, and/or intensity, which are simultaneously resolved in one of the 
other measurement parameters (angle, range, etc.). If these resolved features 
or target signature is unique, then the type of target can be determined 
unambiguously. 

This type of signature data is frequently referred to as an image, even though 
the data taken may bear little resemblance to a photograph. Mathematically, 
an image is a set of ordered triples. Laser radar signature data frequently 
satisfy this criterion but may not be compatible with photographic display or 
human interpretation based on a photographic display. 

One type of target signature data that can, at times, be amenable to human 
interpretation is angle-resolved range imagery (ARRI). ARRI is commonly 
obtained by making a series of range measurements, with successive mea- 
surements taken along a scanned line of sight. In many cases, the scan pattern 
follows a raster format that permits video-type display by gray shading or 
color coding the measured range. The target signature data are a measure of 
target shape with the data collected in spherical coordinates (angle, angle, 
range). Shape is a distinguishing feature that supports target identification. 
If the ARRI system employs sinusoidal amplitude modulation, then the range 
data collected will be ambiguous in multiples of half of the modulation wave- 
length (see Sees. 1.10.1.5 and 1.11.2). An example of the data collected by this 
type of system is shown in Fig. 1.29. The "fringe pattern" seen in this figure 
is the result of the ambiguous range measurements. 

Angle-resolved measurements of velocity can be made instead of, or in ad- 
dition to, range measurements. Angle-resolved velocity measurements can 
easily isolate a moving object from terrain and other background sources. This 
technique forms a basis for moving target indicator (MTI) systems. It is also 
used for wind flow mapping systems, wind shear warning systems, and at- 
mospheric research.37 

Range-Doppler imaging (RDI) is a conceptually more complex form of target 
signature measurement. If a rigid target undergoes rotation, then the Doppler 
shift changes across the target. This results from the Doppler shift's dependence 
on the line-of-sight velocity and not on the total velocity. The velocity along 
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Fig. 1.29   Ambiguous range angle-resolved laser radar image of a military tank displays 
characteristic "fringe" pattern. (Courtesy Robert Y. Li, University of Nebraska) 

the line of sight from the laser radar to a point on the surface of the target 
varies for different sections of the target as the object rotates. If the target is 
illuminated with a modulated waveform with sufficient bandwidth to simul- 
taneously resolve range, then a range-Doppler image may be generated (range, 
velocity, signal strength). Figure 1.30 shows the type of data collected by this 
type of system. When such information is displayed in a video format it may 
or may not bear any resemblance to the object's photographic image. 

Vibration spectra are another form of target signature measurements avail- 
able to laser radar systems. Vibrations of the target's surface modulate the 
Doppler shift of the optical carrier. This modulation appears as sidebands that 
surround the bulk Doppler shift. The spectrum of this modulation can, in some 
cases, be a feature unique to the particular target and can, therefore, be used 
for target identification. 

1.9.6    Solved Problems 

Problem 1.15. Find the round-trip time of a 10-ns laser radar pulse that is 
reflected off a target (a) located at a distance of 3 km from a monostatic laser 
radar, (b) located at a distance of 1000 km, and (c) located on the moon. 

Solution 1.15. The round-trip time is independent of pulse length. The range 
to a target is given by Eq. (1.37): 

r = 
cLt 
In 
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Fig. 1.30 Range-Doppler laser radar images40 of a spinning cone at 14.5-deg aspect. The 
four views represent four different display formats of the same data. (Used by permission 
of Lincoln Laboratory) 

Solving for the round-trip time yields 

At =   . 

The index of refraction of air is 1.00028 or approximately 1. At 3000 m, the 
round-trip time is 20 |xs. At 1000 km it is 6.67 ms. At a range of 250,000 miles 
it is 2.7 s. 

Problem 1.16. Find the Doppler shift of the received ground return for an 
airborne, monostatic laser radar operating at 10.6 \x,m. The laser radar is at 
an altitude of 1000 m and is traveling at 200 m/s. The laser radar is pointed 
along the aircraft ground path but depressed 30 deg from the horizontal. 
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Solution 1.16. The velocity along the line of sight is just the cosine of the 
angle between the line of sight and the velocity vector and the magnitude of 
the velocity vector. The Doppler shift is given by Eq. (1.39): 

2vft cose      2i# 
■UD =   =    • 

In this problem, 

0  = 30 deg 
v  = 200 m/s 
v\\ = 173 m/s 
•& = c/X 
X = 10.6 x 10~6 m. 

Substitution yields 

2(200) cos30 deg 
10.6 x 10~6 

The Doppler shift is then 32.68 MHz. 

Problem 1.17. Find the Doppler shift of the laser radar described in Problem 
1.16 when the system is pointed directly to port but depressed by 45 deg to 
the horizontal. 

Solution 1.17. With the laser radar pointed directly to one side or another, 
the angle between the line of sight and the velocity vector is always 90 deg, 
independent of the depression angle. The observed Doppler shift under these 
conditions is zero. 

1.10   MEASUREMENT CHARACTERISTICS 

The quality of a laser radar measurement, i.e., angular position, intensity of 
the return, range or velocity, can be described by several parameters. Each 
has a very strict technical meaning and, unfortunately, they are sometimes 
misused and interchanged even in the technical literature. This leads to sig- 
nificant confusion. Care should be exercised when consulting the open liter- 
ature to verify the meaning of those terms as used in the text. 

1.10.1    Measurement Parameters 

Laser radar measurements of range, velocity, direction of arrival, and/or the 
strength of a signal return are characterized by resolution, accuracy, precision, 
error, and ambiguity. Each of these parameters is strongly dependent on the 
design characteristics of the laser radar and on the SNR of the laser radar 
return. These parameters are discussed here as they relate to laser radar 
systems. 

1.10.1.1 Resolution. Resolution is the limit of the ability to measure the 
separation between two different sources (or targets) in a single signal (or laser 
radar return).38 The best known example of this is angular resolution from 
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classical optics. In this case, the angular resolution is the minimum angular 
separation of two, equal intensity point sources that an observer can identify 
as two sources. Different criteria exist for angular resolution (e.g., Sparrow 
criterion versus Rayleigh criterion). Likewise, different criteria exist for range 
and velocity resolution. However, the half width at half maximum of the 
ambiguity function, measured along the range or velocity axis, is commonly 
taken as a measure of the range and velocity resolution, respectively. 

Resolution in range or velocity is dependent on the modulation waveform 
used in the laser radar system. Range resolution is the limit of the ability to 
measure the distance between two separate objects located along a common 
line of sight. It is not the ability to measure the difference in distance between 
two separate objects when the two objects are angularly resolved. Some authors 
have mistakenly used the term resolution to describe this type of performance, 
which is more closely related to precision. 

Although resolution is typically defined with respect to the minimum sep- 
aration of equal amplitude point sources, real targets are not point sources 
and they seldom have equal amplitudes. As a result, this simplistic definition 
may have little to do with actual system performance under field conditions. 
A detailed examination of the ambiguity function and its sidelobes may be 
required to determine if one target is detectable in the presence of one or 
several other targets. 

1.10.1.2 Accuracy. Accuracy is defined as the deviation about the expec- 
tation or true value. It is a statistical quantity that indicates how much an 
individual measurement can be expected to differ from the true value. It char- 
acterizes the probable error. If a laser radar has small systematic errors, it is 
often referred to as being very accurate. 

Accuracy is defined by 

■ N 

i=l  

N 
(1.41) 

where 

a    = measurement accuracy 
xm = measured value 
x    = actual (or expectation) value 
N   = number of measurements made 
i     = summation index. 

1.10.1.3 Precision. Precision is defined as the deviation about the mean 
value. It is a statistical quantity that characterizes the repeatability of mea- 
surements. If the mean and expectation values are equal, then the precision 
and accuracy must also be equal. If a laser radar has small random error, it 
is often referred to as being very precise. 

Precision is defined by 



r N 
S (xmi  ~ xf 

i = l 

N 
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1/2 

(1.42) 

where e = measurement precision, x = (ixmi)/N, and all other terms are as 
previously denned. 

Precision is closely related to the ability to measure the difference in two 
quantities and is frequently confused with resolution and accuracy. It is equiv- 
alent to the concept of significant digits in mathematics. For example, in a 
laser radar that measures range with a precision of 1 m, no significance can 
be ascribed to two measurements that differ by only 1 cm. However, for this 
laser radar, a difference of 5 m between two measurements indicates, with 
high confidence, that the two objects are at different distances. 

1.10.1.4 Error. Error is the difference between the measured value and the 
expectation or true value. It is not a statistical quantity. 

1.10.1.5 Ambiguity. Ambiguity arises in laser radar systems when the 
returns from well-separated objects provide identical returns. This is easily 
illustrated by the example of a pulsed laser radar with a pulse repetition 
frequency of 100 kHz. Such a laser radar transmits a pulse every 10 |xs; 10 fxs 
is also the round-trip time for a laser radar signal reflected by an object located 
at a range of approximately 1500 m. The laser radar receiver cannot distinguish 
between the arrival of a received signal for a target at any particular range 
and the arrival of previous pulses reflected off other targets located multiples 
of 1500 m farther away than the first. All repetitive waveforms experience 
some form of ambiguity. Its effect is greatly reduced by selecting a range 
ambiguity longer than the maximum anticipated operating range. 

1.10.2    System Error Sources 

The performance of a laser radar system is dependent on the performance of 
the entire system. Performance evaluation and prediction for the laser radars 
often emphasize the performance of the transmitter and receiver. Although 
these elements are important and provide a fundamental limitation on the 
performance of the system, other components are frequently the practical lim- 
itations on the overall system performance. 

Error budgets must be established for the complete laser radar system. For 
example, the formula for range accuracy of a pulsed laser radar shown in Sec. 
1.2 represents the ability of a well-designed receiver to measure (estimate) the 
actual time of arrival of the center of the incoming pulse. This formula pre- 
sumes that a "perfect" clock is used to measure time. Real clocks, such as those 
normally used in the receiver electronics of laser radars, have timing errors. 
Such errors must be included in the overall error budget. 

Neglecting systematic error sources (including clock limitations), the ac- 
curacy to which a laser radar return signal from a point target can be measured 
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is dependent on the SNR of the return and the bandwidth of the transmitted 
signal. 

The measurement accuracy of the amplitude of the received signal is given by 

'A B ÖS»* ' (1'43) 

where a A is the accuracy of amplitude measurement and A is the signal am- 
plitude. The measurement accuracy of the range to a point target is given by 

o> = 
2irß(2SNR) 1/2 

(1.44) 

where 

o> = accuracy of range measurement in meters 
c   = speed of light in a vacuum 
n   = mean index of refraction in the propagation medium 
ß   = effective bandwidth of the receiver in hertz. 

The measurement accuracy of the radial velocity (the component of velocity 
along the line of sight) when measured by determining the Doppler shift of 
the reflected radiation is given by 

(1.45) 
2 2TTT(2SNR)

1/2
 ' 

where cry is the accuracy of the velocity measurement in meters per second, 
T is the pulse length or coherence length of the transmitted signal or the 
integration time of the receiver (whichever is shorter) in seconds, and all other 
terms are as previously denned. 

1.10.3    Solved Problems 

Problem 1.18. Calculate the SNR required for a pulsed 10.6-^m system to 
have a velocity accuracy of 1 m/s. The pulse length is 1 |JLS. 

Solution 1.18.   Velocity accuracy is given by Eq. (1.45): 

"      2 2TTT(2SNR)
1/2
 ' 

Solving for the SNR yields 

v 2 

SNR = 1 

4  \1TTCTu 

In this problem, 

T    = 1 x 10"6s 
X   = 10.6 x 10"6m 
av = 1 m/s. 
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Substitution yields 

SNR = 268,502 , 

.-.SNR = 54 dB . 

Problem 1.19. Calculate the range accuracy of a laser radar which transmits 
a Gaussian pulse with a full width at half maximum of 10 ns when the SNR 
is 8 dB; for an SNR of 40 dB. 

Solution 1.19.   The range measurement accuracy is given by Eq. (1.44) as 

o> = 
2irß(2SNR)1/2 ' 

The effective bandwidth (see Sec. 1.11.6) of a Gaussian pulse is 

r      0.441 

Substituting for the effective bandwidth in Eq. (1.44) yields 

_ CT 

CTr " 2 x 1.18TT(2SNR)
1/2
 ' 

An SNR of 8 dB is a factor of 6.31; 40 dB is a factor of 10,000. This yields 

2.998 x 108 x 10 x 10"9 

o> = 
2 x 0.59 x 3.141 x (2SNR) 1/2 

For an SNR of 6.31, the theoretical range measurement accuracy is 0.27 m. 
Increasing the SNR to 10,000 reduces the theoretical range measurement 
accuracy to only 0.0067 m or 6.7 mm. Achieving a true range accuracy this 
small also requires that the effect of systematic error sources (e.g., timing clock 
stability) and uncorrectable random error sources (e.g., random fluctuations 
in the index of refraction of the atmosphere) be much smaller than the mea- 
surement accuracy. 

1.11    TRANSMITTER MODULATION TECHNIQUES 

The laser that generates the transmitted radiation is critically important to 
the performance of the entire laser radar system. It is the existence of this one 
component that separates active sensors from all passive sensors. The function 
of the transmitter is to generate a modulated optical signal of sufficient power 
that the receiver can determine specific information about a target from the 
reflected radiation. The key points are modulation, power, and information. 
The type of information required determines the type, characteristics, and 
quality of the modulation required. The power transmitted must be sufficient 
that the losses associated with range, target cross section, and atmospheric 
propagation do not prevent detection of the reflected signal. 
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The radiation transmitted by laser radar must be modulated so that the 
round-trip time and, hence, the range can be determined. The most common 
modulation formats used in laser radars are pulse modulation, single- or 
multiple-tone sinusoidal amplitude modulation, and linear frequency modu- 
lation. Furthermore, the modulated radiation must be of sufficient power that 
the received signal can be detected. Selection of a modulation format that is 
achievable within the state of the art for the wavelength and power levels 
required for a specific application is one of the most challenging tasks facing 
the laser radar designer. 

1.11.1    Pulse Modulation 

Conceptually, pulse modulation is the simplest approach to range measure- 
ment. Laser radar transmits a single pulse of light and measures the round- 
trip time ofthat pulse to determine range. A sample of the transmitted light 
may be directed to a photodetector that triggers the start of a counter that is 
stopped by the detection of the received signal. 

Although the modulation format and measurement technique used in pulsed 
systems appear simple, the techniques used to generate pulsed laser signals 
tend to be somewhat complex. The most common techniques employed to gen- 
erate pulsed laser output are gain switching, Q switching, cavity dumping, 
Q switching with cavity dumping, and mode locking. 

1.11.1.1 Gain Switching. Gain switching occurs when the gain in the laser 
medium is rapidly increased. Typically, this is accomplished by pulse pumping 
the gain media. Pulse pumping can cause inhomogeneities in the gain medium 
that reduce the frequency stability and coherence length of the laser output. 
Laser pulse lengths produced by this technique are of the order of the relaxation 
time of the excited state. 

1.11.1.2 O Switching. By rapidly reducing the losses internal to the laser 
cavity, the laser output can be pulsed. The gain medium is often continuously 
pumped, but it can also be pulse pumped just prior to Q switching. Continuous 
pumping requires that the interpulse period be shorter than the relaxation 
time of the excited state to ensure efficient operation. Because pump energy 
cannot be stored in the gain medium longer than the relaxation time, a longer 
interpulse period results in decreased laser efficiency, increased heat dissi- 
pation, and lower average power output. A wide variety of techniques can be 
employed to alter the cavity losses. These include acousto-optic, electro-optic, 
saturable absorbers, thin film absorbers, and rotating mirrors.38 The pulse 
lengths produced by these techniques are typically limited by the bandwidth 
of the modulating device. 

1.11.1.3 Cavity Dumping. Whereas Q switching begins with a high-loss 
optical cavity that is rapidly converted to low loss, cavity dumping does exactly 
the opposite. A low-loss cavity that is continuously or nearly continuously 
pumped is switched to a high loss by the activation of an optical switch. The 
optical switch acts as a reflective shutter that diverts the internally circulating 
radiation out of the laser cavity. The length of the pulse generated by this 
technique is limited by the physical length of the laser resonator. 
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1.11.1.4 Q Switching with Cavity Dumping. In a low-loss optical cavity, 
the pumping process and stimulated emission compete to populate and depop- 
ulate the excited state in the gain medium. The excited state can be made to 
reach a higher density in a high-loss cavity since stimulated emission is sup- 
pressed. In a Q switched and cavity-dumped laser, the gain medium is initially 
excited to a high level while the laser cavity is in a high-loss mode. The Q is 
then increased by reducing the losses and the circulating power in the cavity 
builds rapidly as the excited stated is depopulated by stimulated emission. 
While the intracavity flux is near its peak, the cavity is dumped. This results 
in higher peak powers than cavity dumping alone. As with cavity dumping, 
the pulse length is controlled by the physical length of the resonator cavity. 

1.11.1.5 Mode Locking. It is well known that the length of a laser cavity 
must be an integer multiple of the laser wavelength. If the laser gain line is 
broad or if the laser cavity is long, then more than one wavelength may have 
an integer multiple equal to the cavity length. In this case, each wavelength 
may circulate through the cavity and experience gain. The laser output consists 
of a superposition of closely and uniformly spaced laser wavelengths, which 
have zero phase difference at the output coupler of the laser. 

These multiple frequencies beat against each other to produce a time-varying 
signal. If a large enough number of frequencies are present, then the output 
appears as a train of extremely narrow, evenly spaced pulses that modulate a 
single carrier frequency. From a laser radar operations standpoint, this permits 
simultaneous high resolution range and velocity measurement. 

1.11.2    Amplitude Modulation 

If the transmitted laser signal is modulated sinusoidally in amplitude, then 
the range to the target can be measured by comparing the phase of the am- 
plitude modulated received signal to the phase of the currently transmitted 
signal. The range to the target is proportional to the phase difference of the 
amplitude modulated envelope and is given by 

r = £^ (1.46) 
4FAM ' 

where 
r       = range to the target in meters 
4>AM = phase difference between transmitted signal and received 

signal in radians 
FAM = amplitude modulation frequency in hertz, 

and all other terms are as previously defined. 
A single-tone AM system provides ambiguous range measurements unless 

the ambiguity range exceeds the maximum range of the laser radar. The 
ambiguity of the range measurement is a result of the identicality of the 
individual cycles of a sinusoid. Relative phase differences can be measured 
but absolute phase difference cannot. The ambiguity range of an amplitude 
modulated laser radar is given by 
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Fig. 1.31   Block diagram of a typical external amplitude modulator. 

A     = ^AM =       C 

2 2FAM 

where Ar is the ambiguity range in meters, XAM is the amplitude modulation 
wavelength in meters, and all other terms are as previously defined. 

Multiple-tone sinusoidal modulation can be used to resolve the range am- 
biguities. Each tone has its own ambiguity range. The lowest frequency tone 
should have an ambiguity range greater than the maximum range of the 
system. In a multitone system, range errors associated with any of the lower 
frequency tones can result in significant range errors. The distribution of errors 
tends to be multimodal. 

Sinusoidal AM can be implemented either internal or external to the cavity. 
When generated internal to the cavity, the gain of the medium can be mod- 
ulated (e.g., by varying the drive current supplied to a semiconductor laser). 
The bandwidth of the modulation generated in this way is limited by the 
lifetime of the excited state in the gain medium and by the round-trip time of 
the laser cavity. 

When generated externally, an element that introduces a time-varying op- 
tical loss is often inserted into the path of a cw laser beam. A common form 
of external amplitude modulator (Fig. 1.31) consists of an electro-optical mod- 
ulator (EOM) followed by a polarizing beamsplitter (PBS). The EOM rotates 
the plane of polarization of the linearly polarized light as a function of the 
drive voltage applied to the EOM. The PBS permits only one polarization to 
pass through it and reflects the other. If an appropriate drive signal is applied 
to the EOM, the amplitude of the polarization components can be made to vary 
sinusoidally. In addition to being orthogonally polarized, the two modulated 
beams are 180 deg out of phase. 

The primary disadvantage of external AM is that at least half of the laser 
power generated is often lost, i.e., only half of the power is contained in either 
of the polarized beams and only one is usually transmitted to the target. The 
other beam is routinely directed into a beam dump. This results in an im- 
mediate 3-dB loss in system efficiency and performance. Because the PBS 
simply separates the two polarization components, both are still usable. How- 
ever, systems that transmit two, separate AM beams and detect them sepa- 
rately are significantly more complex than single-beam systems. 
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1.11.3 Frequency Modulation 

Pulsed modulation and amplitude modulation can use either coherent or direct 
detection receivers. Frequency modulation (FM) requires a coherent receiver 
for demodulation because all of the information is encoded in the carrier fre- 
quency. FM can be implemented internal to the gain cavity (intracavity) or 
external to the gain cavity (extracavity). 

1.11.4 Hybrid Modulation 

Requirements to measure range and velocity to a high level of precision or 
resolution can require longer coherence times and higher modulation band- 
widths than can be economically achieved with single modulation formats. 
Hybrid or complex waveforms have been developed to overcome this problem. 
The two most common hybrid formats are AM/FM and pulse burst. AM/FM is 
simply the amplitude modulation of a frequency modulated carrier. A pulse 
burst is generated when a series (train) of short, mode-locked laser pulses 
is transmitted together and the carrier remains coherent throughout the 
transmission. 

1.11.5 Laser Amplifiers 

Each of the modulation techniques previously discussed is limited in the total 
signal power that can be generated. The most damage-sensitive element of the 
laser (e.g., output coupler, electro-optic modulator, etc.) determines the max- 
imum power output. If the specific application requires greater power than 
can be generated directly, an optical amplifier may, in some cases, be employed. 

The laser architecture in which a modulated laser signal is amplified to a 
higher power level is referred to as a master oscillator-power amplifier (MOPA). 
The master oscillator (MO) signal can be internally or externally modulated. 
If internally modulated, it is common for the MO to be frequency locked to a 
reference oscillator (RO). The RO is a separate laser with very high frequency 
stability, which permits its use as a frequency standard. The laser power 
amplifier (PA) must retain the coherence and bandwidth of the signal fed into 
it to prevent signal distortion. An isolator is often inserted between the MO 
and the PA to prevent feedback from the PA entering the MO (and possibly 
the RO) and corrupting the signals generated by it. 

1.11.6 Effective Transmitter Bandwidth and Pulse Length 

The range and velocity accuracy of laser radar is limited by the effective 
transmitter modulation bandwidth and the effective pulse length. The effective 
modulation bandwidth is not simply related to the pulse length and may be 
completely unrelated to the noise bandwidth of the receiver (providing that 
the noise bandwidth is wider). The effective bandwidth of several common 
laser radar modulation types is shown in Table 1.4. 

1.11.7 Laser Efficiency and Power 

The ratio of the prime power used to pump the transmitter laser to the optical 
energy generated is the laser efficiency. In many applications, the optical power 
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Table 1.4   Effective Bandwidth of Common Modulation Types 

Modulation Type Effective Bandwidth Notes 

Unmodulated (CW) B B - receiver noise 
bandwidth (Hz) 

Gaussian Pulse 
0.441 

T 

Bandwidth-Limited 
Rectangular Pulse n 
Linear Frequency Modulation h • 

/=  linear frequency ramp 
rate 

Pulse Burst 
0.441 
r . micro 

Wc= width of an 
individual pulse from within 
burst 

that can be generated by the transmitter laser source is limited by the laser 
efficiency and the prime electrical power available within the size and weight 
constraints of the specific application. In other applications, the maximum 
usable optical power may be limited by the damage threshold of the most 
sensitive element in the laser or beam relay optics. 

Because the process of pumping a laser is not 100% efficient, the energy left 
over usually ends up as heat in the laser gain medium. Thermal gradients, 
turbulence (in the case of fluid laser gain medium), and expansion reduce the 
coherence length of the laser. Because long coherence lengths (i.e., narrow 
bandwidths) are required for coherent detection, this loss of coherence may 
also limit the maximum usable output power. This may occur even though the 
transmitter laser may be capable of much higher total output power if mul- 
timode operation or short coherence length operation is considered. 

1.12    RECEIVER DEMODULATION TECHNIQUES 

After the reflected laser signal has been detected by the optical receiver and 
converted into an electronic signal, the information contained in that signal 
must still be extracted. The specific information content of the electronic signal 
depends on the transmitter modulation format, atmospheric propagation and 
target characteristics, and the optical receiver design and performance. Elec- 
tronic signal detection and signal filtering is, in itself, a large subject. Once 
the received signal has been converted into an electronic signal, the mea- 
surement techniques for laser radars are identical to those used in conventional 
radars and are a well-established art. A few examples of some of the most 
common demodulation techniques are described briefly here. 

1.12.1    Pulse Demodulation 

If the transmitter in a coherent detection radar uses a pulse modulation format, 
then the optical receiver must use heterodyne (instead of homodyne) detection 
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Fig. 1.32   Threshold-crossing pulse detection. 

(Fig. 1.1). Homodyne type receivers are not generally an option because both 
the local oscillator and received signals must be present on the detector at the 
same time for optical mixing to occur, and synchronization of the transmitter 
and received signal is not possible because the time of arrival, which the system 
is to measure, is the unknown. 

After the optical signal has been converted into an electronic signal, the 
primary remaining issue is the criterion to be used to determine the presence 
of a received signal. 

1.12.1.1 Threshold Crossing. One criterion to determine the arrival of a 
pulse is a threshold crossing (Fig. 1.32). If the electronic signal exceeds a 
predetermined amplitude (as usually determined by a voltage comparator), 
then a counter is stopped and the value of the counter is a measure of the 
round-trip time to the target and back and, hence, the range. If no signal is 
detected before a preset time, the counter is reset for the next pulse. This 
approach suffers from several deficiencies. First, it records as the range only 
the first pulse to exceed threshold. An early pulse may be generated by noise 
or by close-in clutter. The second major disadvantage is that pulse-to-pulse 
variations in amplitude result in time-of-arrival jitter. In Fig. 1.32, signal A 
and signal B have significantly different arrival times. However, because they 
also have different amplitudes, they cross the detection threshold at the same 
time. This jitter may be up to one half of the total pulse width. The primary 
advantage of this technique is that it is simple and inexpensive. 

1.12.1.2 Peak Sample and Hold. Another strategy that overcomes some 
of the limitations of the threshold-crossing detector is the peak-sample-and- 
hold (PSAH) circuit (Fig. 1.33). In this approach, the receiver holds the highest 
amplitude signal that occurs within the measurement period. A digital counter 
is commonly used to measure the time of arrival of the pulse but, unlike the 
threshold-crossing technique, the counter is not stopped when a peak is de- 
tected. Instead, the hold latch of the PSAH is used to freeze the time (count) 
in a digital register. If, at a later time, another signal of greater amplitude is 
detected, the PSAH hold latch and the digital register are released until the 
new peak is detected. This approach reduces the jitter associated with ampli- 
tude variations and reduces the detection of noise and clutter. 
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Fig. 1.33   Peak-sample-and-hold pulse detection. 

A 
Differential 
Amplifier 

A 
Zero 

Crossing 
Detector l> V 

Delayed and 
Inverted 
Signal 

Delay 
Line t/2 

Inverter 

Fig. 1.34   Constant fraction discrimination peak detection. 

1.12.1.3 Constant Fraction Discrimination. The jitter in the time-of-arrival 
measurement can be further reduced by using constant fraction discrimination 
(CFD). CFD is accomplished by splitting the incoming signal into two channels, 
delaying one channel by one half of a pulse width, and subtracting the delayed 
channel from the original (Fig. 1.34). This results in a positive and then neg- 
ative signal with a characteristic S-shaped profile. It has been shown that the 
zero crossing of this derived signal is very insensitive to amplitude fluctuations. 
It is, however, somewhat sensitive to pulse length variations. 

Use of the different techniques listed here is not exclusive. They can be 
combined for specific applications and achieve increased resistance to noise 
and clutter. 

1.12.2    Amplitude Demodulation 

An amplitude modulated (AM) system may use a heterodyne, conventional 
homodyne, or frequency offset homodyne optical receiver to convert the re- 
ceived optical signal into an electronic signal. The electronic signal consists 
of an AM carrier with the carrier frequency at the sum of the Doppler shift 
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and offset frequencies (for heterodyne or frequency offset homodyne receivers). 
Measurement of range with sinusoidal AM is usually accomplished with a 
phase-locked loop, which is used to make a phase comparison between the 
envelope of the currently transmitted signal and the received signal. The 
phase-locked loop generates, as one of its outputs, a voltage proportional to 
the difference in phase between the two signals. This approach requires that 
the carrier frequency be significantly larger than the AM frequency. This 
requirement often precludes the use of homodyne optical receivers because the 
carrier frequency is solely the result of the Doppler shift. 

The primary limitation of this technique is the accuracy of the phase mea- 
surement. Accuracy is dependent on SNR, but for moderate SNR levels, 3 to 
10 deg of phase is typical. Another limitation of this technique is its inability 
to resolve multiple targets (or clutter). Multiple targets at different ranges 
generate signals that are additive in the receiver. The demodulation electronics 
provide a measure of the centroid of these signals. 

Another limitation of a phase-locked loop is that the phase difference output 
is provided continuously, even when no signal is present. Under no-signal or 
low-signal conditions, the phase difference signal out of the phase-locked loop 
is random. This technique is often used in conjunction with a threshold-crossing 
detector to provide a "data valid" signal. In imaging systems or other systems 
where successive signals are highly correlated in range, the random output of 
the phase-locked loop appears as clutter. Image-processing techniques can be 
used in these systems to postprocess the data and reduce the number of invalid 
data points. 

1.12.3    Frequency Demodulation 

Linear frequency modulation (LFM) is used to measure range in a manner 
similar to AM. LFM is often referred to as a chirp, allegedly because the sound 
made by crickets is also a nearly linear acoustic frequency ramp. In LFM, the 
currently transmitted frequency is compared to the received frequency. The 
ratio of the difference in frequency to the frequency ramp rate is equal to the 
round-trip time, provided that the target is not in relative motion to the laser 
radar (no Doppler shift). A Doppler shift generates a frequency difference that 
may be misinterpreted as a range in an FM system. This phenomenon is known 
as range-Doppler coupling or range-Doppler ambiguity. Generally, multiple 
LFM signals are transmitted, at different ramp rates or in different ramp 
directions (an up-down sweep), to resolve this ambiguity. 

1.12.3.1 FM Homodyne. By mixing the received signal with the currently 
transmitted LFM signal, as in a homodyne optical receiver, the electronic 
heterodyne signal is at a constant frequency, which is the difference between 
the currently transmitted signal and the received signal. The same effect can 
be created using a heterodyne optical receiver and a constant frequency local 
oscillator if the electronic heterodyne signal is mixed with a replica (electronic 
local oscillator) of the currently transmitted signal. Sidebands are then created 
that are at a constant frequency. In either technique, the frequency of the 
signal is a characteristic of the range and the Doppler shift. Even though both 
signals (received and local oscillator) are at constantly changing frequencies, 
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their frequency difference is constant. This constant frequency can then be 
measured with a variety of spectral analysis techniques. 

1.12.3.2 Pulse Compression. Pulse compression requires that heterodyne 
detection be used in the optical receiver and that the local oscillator be at a 
constant frequency. Pulse compression is a technique in which an LFM signal 
is passed through a dispersive delay line and converted into a pulse-modulated 
signal. The output signal is than processed with any of the discussed pulse 
demodulation techniques. A dispersive delay line is a filter that provides a 
time delay of the signal that depends on the frequency of the signal. To effect 
pulse compression, the delay characteristics of the filter must be equal but 
opposite to the LFM ramp. This causes the various frequencies to become 
superimposed at the output of the filter. The amplitude of the signal output 
is additive and results in a single, high amplitude pulse. 
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2.1 INTRODUCTION 

A laser rangefinder (LRF) is a device that calculates the distance to a target 
by measuring the time it takes the laser light to travel a round-trip path from 
the laser transceiver to the target and back to the transceiver. This chapter 
discusses pulsed laser rangefinders that use direct (incoherent) detection re- 
ceivers. Modulated continuous wave (cw) laser rangefinders that use hetero- 
dyne or coherent detection are typically classified as laser radars and the theory 
of operation of these devices is discussed in Chapter 1. 

The neodymium-doped yttrium aluminum garnet (Nd:YAG) laser has been 
the workhorse of armed forces worldwide for laser rangefinder applications 
since replacing the ruby laser in the late 1960s. Modern battle tanks, such as 
the U.S. Ml Abrams tank and the German Leopard II tank, use Nd:YAG laser 
rangefinders as part of an integrated fire control system to improve the ac- 
curacy of the main weapon. Nd:YAG laser rangefinders are used extensively 
in air defense systems to improve tracking accuracy against high-velocity 
aircraft and maneuvering helicopters, and in hand-held sets for field com- 
manders and forward observers. 

Carbon dioxide (CO2), Raman-shifted Nd:YAG, and erbium-doped glass 
(Er:glass) lasers were developed in the late 1970s to mid-1980s as eyesafe 
alternatives to the Nd:YAG laser. These lasers also provide improved perfor- 
mance in poor weather and smoke and are expected to supplant the Nd:YAG 
LRF for most single-function tactical rangefinding applications.1 

Lasers are also used in military systems to illuminate remote targets to 
"designate" those targets for precision-guided weapons, such as bombs, mis- 
siles, or artillery rounds. Guidance is performed by an electro-optical seeker 
within the nose of the weapon, which provides guidance commands to home 
on the laser spot and hit the target. The earliest operational laser target 
designators used Nd:YAG lasers operating at 1.06 |i,m. A family of precision 
laser-guided weapons was developed in conjunction with these designators and 
produced in large quantities. As a result, the Nd:YAG laser remains the only 
laser in use today for designator applications and has also become the basis 
for all dual-function rangefinder-designator applications, with Raman shifting 
providing a compatible eyesafe mode for rangefinding and training.2 

This chapter discusses laser rangefinder operation theory, the requirements 
for generic LRF applications, the performance equation used to design and 
analyze LRF systems, and the characteristics of typical laser rangefinders. 
Performance data are provided for CO2, Raman-shifted Nd:YAG, and Er:glass 
laser rangefinders, as well as the conventional Nd:YAG and ruby LRFs. 

2.2 THEORY OF OPERATION 

Laser rangefinders considered in this chapter operate on the pulse-echo prin- 
ciple, in which target range is determined by measuring the time it takes a 
laser pulse, traveling at the speed of light, to traverse the round-trip path from 
the laser transceiver to the target and back to the transceiver. The relationship 
between the measured time of flight and the range is given by 

cT 
2{n) 



80    IR/EO HANDBOOK 

where 

R   = range to target (m) 
T   = time of flight of laser pulse (s) 
c    = speed of light in vacuum (2.998 x 108 m/s) 
(n) = path-averaged index of refraction. 

The block diagram in Fig. 2.1 describes the operation of most pulse-echo laser 
rangefinders. A "laser fire" command from an operator or fire control computer 
triggers the laser to fire a temporally narrow laser pulse toward the target. 
An electrical signal is also generated when the laser is fired, which starts a 
digital range counter. The transmitted laser beam makes one pass through 
the atmosphere to the target, and a small portion of the beam is reflected or 
scattered by the target in the direction of the laser transceiver. This reflected 
portion experiences a second pass through the atmosphere, after which it is 
collected by the rangefinder optics and focused on a photodetector. 

A passive sensor such as a visual sight, television camera, or thermal imager 
is often used in conjunction with a servo-controlled pointing and stabilization 
system to direct the line of sight of the laser rangefinder to the target. Range- 
finder optics are used to adjust the divergence of the laser beam and receiver 
field of view. Selection of the optimal laser beam divergence and receiver field 
of view depends on many factors, including target size; maximum target range; 
line-of-sight pointing error resulting from imperfect tracking and stabilization; 
boresight error between the laser, receiver, and tracking sensor; clutter in the 
foreground or background of the target; and physical constraints on the size 
of the rangefinder optics. A narrow-band optical filter is normally used to 
enhance sensitivity by removing much of the unwanted background radiation 
from the spectrally narrow (monochromatic) laser signal. 

A fast photodetector, such as a semiconductor photodiode or photomultiplier 
tube, converts the optical signal into an electrical signal, preserving to a large 
degree the temporal shape of the pulse. This electrical signal is then amplified 
and electronically filtered to suppress the high-frequency noise components 
introduced in the detection and preamplification processes. The peak signal 
level is next compared with an electrical threshold value (set sufficiently above 
the noise level to limit false alarms), and the digital output of the comparator 
is used to stop the range counter. The target range is finally read as a digital 
output from the range counter. 

Most tactical laser rangefinders provide a multiple target indication and a 
means for selecting which target range is displayed (e.g., first-last reply). First- 
reply mode is normally selected when the target does not fill the receiver field 
of view to avoid ranging to the background clutter. Last-reply mode is normally 
selected in fog or smoke to avoid ranging on the aerosol backscatter signal. 
The operator can also use the first-last-reply mode control to resolve the range 
ambiguity when multiple targets or terrain features appear within the receiver 
field of view. 

The described pulse-echo laser rangefinding technique offers considerable 
advantages over earlier forms of passive rangefinding, such as stadiametric 
and stereoscopic ranging.3 Stadiametric ranging determines range by com- 
paring the angular subtense of the target as seen through a passive sight with 
known target size (usually vertical height). This is usually done manually with 
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a wedge-shaped pattern on the sighting reticle but can be done automatically 
using the size of a computer-generated tracking gate. Manual operation is time 
consuming, which adversely affects crew work load and limits the approach 
to applications that require infrequent range measurements (low ranging rates). 
The accuracy of stadiametric ranging is dependent on a priori knowledge of 
the target size and the ability of the sight to accurately resolve target dimen- 
sions, which degrade at longer ranges. Target obscuration, camouflage, and 
poor visibility also limit the accuracy of the stadiametric ranging technique. 

Stereoscopic or optical coincidence ranging determines range by measuring 
the parallax angle between two precisely boresighted sights that are separated 
by a "baseline" distance. This is usually done manually, but can be automated 
with an image correlator. Stereoscopic ranging does not depend on a priori 
target size information and is less affected by obscuration and camouflage; 
however, the ranging accuracy is also range dependent and is limited by the 
practical length of the triangulation baseline (usually 1 to 2 m for combat 
vehicles) and the boresight accuracy of the two sights. The stereoscopic ap- 
proach is not practical for man-portable systems because of size constraints 
and is also limited to low ranging rate applications. 

Pulse-echo laser rangefinders avoid these inherent limitations in passive 
ranging and provide improved range accuracy, longer range performance, and 
higher ranging rates. Laser rangefinders, however, do have basic limitations 
that generally involve trade-offs between rangefinder performance, eye safety, 
size, weight, power consumption, and cost for a specific application. 

2.3    LASER RANGEFINDER APPLICATIONS 

Table 2.1 contrasts typical rangefinder requirements for eight representative 
military and commercial applications. These applications are grouped accord- 
ing to the host platform and operating environment. 

The man-portable applications for laser rangefinders include hand-held de- 
vices for infantry and artillery observers (see Fig. 2.2) and dual-mode rangefinder- 
designators for forward observers and forward air controllers (FACs). The sys- 
tem requirements for these applications are driven by the need for portability, 
light weight, battery operation, and low unit production cost. Eye safety is a 
critical concern because of the close proximity with other friendly forces in 
combat and the need to train extensively with unprotected troops and non- 
cooperative targets (i.e., no retroreflectors).3'4 

Land vehicle applications include tank and infantry fighting vehicle (IFV) 
fire control and air defense gun-missile fire control, as well as vehicular var- 
iants of ground rangefinder-designators. The purpose of the rangefinder for 
tank fire control (see Fig. 2.3) is to provide superelevation correction for the 
ballistic trajectory and azimuth correction for cross-wind and target motion.5 

Infantry fighting vehicles use rangefinders primarily to verify whether the 
target is within antitank missile range, and secondarily for gun fire control 
and target prioritization. Both the tank and IFV require eye safety for the 
discussed reasons, although attenuation filters are presently used with noneye- 
safe (Nd:YAG) lasers to achieve eye safety in training against cooperative 
targets. To be totally effective, the laser rangefinder should be able to range 
to any target that can be detected and recognized by the passive fire control 
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Fig. 2.2   Optic-Electronic Corporation mini eyesafe laser infrared observation set (MELIOS) 
utilizing Englass. 

Fig. 2.3   Hughes Aircraft Company Ml Abrams tank laser rangefinder utilizing Nd:YAG. 



LASER RANGEFINDERS    85 

sensors, which may include direct-view optics, television sensors, or thermal 
imagers (FLIRs). This is a very stressing requirement that cannot be satisfied 
completely by any single-wavelength laser rangefinder.1 

Air defense rangefinders (see Fig. 2.4) and to some extent tank-IFV range- 
finders used for self-protection against helicopter threats6 are driven by a 
requirement to provide a stable track on a maneuvering target in range and 
range rate. This requires a high data rate (high laser pulse rate) and good 
range accuracy. The engagement ranges can be reasonably long (up to 20 km); 
however, these long-range encounters typically occur under good weather con- 
ditions without obscurants, thus requiring only slightly higher sensitivity than 
tank rangefinders.7 High humidity in certain seasons and climatic regions 
limits the maximum range capability of long-wavelength laser rangefinders 
(CO2 at 10.6 |xm) because of strong H2O molecular absorption. 

Airborne applications include missile command guidance for attack heli- 
copters and electro-optical targeting for fixed-wing close air support and in- 
terdiction aircraft (see Fig. 2.5). These applications typically require a 1.06- 
(xm designation capability; therefore a baseline Nd:YAG laser designator may 
be used with Raman shifting for eyesafe ranging and training modes.2 Main- 
tenance for airborne systems is performed on a routine basis. System features, 
such as liquid cooling, which tend to require higher maintenance, are therefore 
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Fig. 2.4   Hughes Aircraft Company electro-optical tracking sensor (EOTS) laser range- 
finder utilizing Raman-shifted Nd:YAG. 
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Fig. 2.5   Litton Laser Systems LANTIRN laser designator ranger utilizing Raman-shifted 
Nd:YAG. 

accepted for airborne applications, whereas alternate approaches (pressurized 
gas or hybrid cooling) are preferred for man-portable and vehicular applications. 

Laser rangefinders are also used on board naval vessels for conventional 
fire control and air defense applications; unique shipboard applications, such 
as covert (radar-silent) carrier aircraft recovery, are beginning to emerge. 
Although these systems are similar in performance to the tactical air defense 
systems, the requirements on size, weight, electrical efficiency, maintainabil- 
ity, and cost are generally less severe. 

Space-based laser rangefinders for a variety of applications are still in the 
planning stages, although experimental systems have been flown. The stress- 
ing requirements for these applications are light weight (because cost is driven 
primarily by launch weight), high efficiency (because prime power is a pre- 
mium and cooling is difficult in space), and long unattended lifetime. Space- 
based rangefinders used for long-range tracking in strategic defense will rarely 
be operated (occasional built-in tests and operational checks) but must be 
extremely reliable if ever called to action. Because aperture size is a major 
driver in launch cost, short-wavelength diffraction-limited lasers are preferred. 
Ultraviolet wavelengths are attractive for certain functions because of the 
extremely low earth background at wavelengths below about 300 nm. To save 
weight, the laser used for rangefinding is often used for other functions such 
as active tracking, thus requiring a laser wavelength that is in the optical 
band of the tracking sensor. A frequency-doubled Nd:YAG laser, for example, 
may be used as an illumination source for an intensified CCD active imager. 
Other potential shared functions, such as Doppler spectrum analysis and com- 
munications, require coherent or cw waveforms and are beyond the scope of 
this chapter. 
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Cloud-height indicators, or ceilometers, use laser rangefinders to measure 
the vertical height of cloud ceilings. These laser systems are reasonably covert, 
making them attractive for forward military air bases, and are relatively 
inexpensive, making them attractive for both large and small commercial 
airports. Eye safety is essential, because the laser beams are fired through 
high-traffic, unrestricted air space. It is of historical interest that the first 
eyesafe laser rangefinders were developed for cloud-height measurement.8'9 

2.4    LASER RANGE EQUATION 

The range performance of pulse-echo laser rangefinders is generally defined 
as the range at which the laser transceiver can detect the laser pulse reflected 
from the target with a certain probability. This subsection presents a general 
formulation of the signal-to-noise range equation for the laser rangefinder and 
reduces this equation to a specific form for tactical fire control applications. 
The following subsection describes how the probability of ranging is calculated 
from the signal-to-noise ratio (SNR) for a given false alarm rate. 

The general range equation for laser rangefinder SNR is 

L II d(a 
QMT?      ^ ,    exp[-2(«Z + a<CL»] 
SNR = ~NETf"]T R*  ' 

where 

SNR = signal-to-noise ratio 
II = radiant intensity of the laser beam (W/sr) 
O = solid angle subtended by target that also lies within the 

receiver field of view (sr) 
du = differential solid angle from transceiver (sr) 
NEI = noise-equivalent irradiance of the receiver (W/m2) 
f = retroreflectance of target (sr-1) 
r\T = efficiency factor accounting for pulse stretching by the target 
k = total atmospheric extinction coefficient (m~ ) 
R = slant range to target (m) 
a = mass extinction coefficient of obscurant (m2/g) 
C = average mass concentration of obscurant cloud (g/m3) 
L - path length through obscurant cloud along line of sight (m) 
(CL) = path-averaged concentration-length product of obscurant 

(g/m2). 

The terms within this range equation are discussed in the following. 

2.4.1    Power Integral 

The integral term in the SNR range equation represents the total peak power 
transmitted by the laser within a solid angle that is bounded by the target 
angular subtense or the receiver field of view, whichever is smaller. For most 
applications, the target will be in the far field of the laser beam, and the far- 
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field radiant intensity pattern of the laser beam can be used in evaluating the 
integral. 

Figure 2.6 illustrates three classical cases for the evaluation of the power 
integral. Figure 2.6(a) represents the normal tank fire control situation in 
which the target subtends a much larger angle than the receiver field of view 
(FOV) or the laser beam. The power integral in this case is simply the total 
transmitted power within the receiver field of view and is given by 

I 7L dco =  I     ILdta = PLW   [see Fig. 2.6(a)] 
Ja JFOV 

(2.3) 

where 

FOV = solid angle of receiver field of view (sr) 
PL     = total peak power of laser (W) 
T)ß     = fraction of laser energy within receiver field of view. 

Note that the power integral [Eq. (2.3)] is independent of range, therefore the 
geometric range dependence (no atmospheric attenuation) in the SNR is de- 
termined by the 1/i?2 range term in Eq. (2.2). 

LRFFOV A r 
LRFFOV 

(C) 

Fig. 2.6   Classical rangefinder situations: (a) target larger than receiver FOV, (b) one- 
dimensional target larger than receiver FOV, and (c) target smaller than receiver FOV. 
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Figure 2.6(b) illustrates the case where the target, such as a wire or pole, 
fills the receiver field of view in one dimension but is smaller than the receiver 
field of view in the other dimension. The power integral for this case is given by 

I IL dco =  I       I   IL dQx dQy , (2.4) 
Ja JFOvxJ&y 

where 

FOVx     = receiver horizontal field of view (rad) 
&y = vertical angle subtended by feature (rad) 
dQx,dQy = differential horizontal and vertical angles (rad). 

If the target is very thin and the radiant intensity of the beam does not vary 
appreciably across the thin dimension, the power integral can be further 
simplified to 

f II do> = ( I 
Jo. \JFOVX 

IL\y dQx I • ^   [see Fig. 2.6(b)] , (2.5) 
R 

where TT is the projected thickness of the target across the thin dimension in 
meters. Note that the 1/R range term in the power integral [Eq. (2.5)] combined 
with the 1/R2 range term in Eq. (2.2) gives a net 1/R3 geometric range depen- 
dence in the SNR. For multiple targets at essentially the same range [e.g., 
multiple wires in Fig. 2.6(b)], the total power integral is calculated by summing 
the contribution from each target (wire). 

Figure 2.6(c) illustrates the case where the target, such as an aircraft, 
satellite, or reentry vehicle at long range, is smaller than the receiver field of 
view. In this case, the power integral is taken over the solid angle subtended 
by the target. At sufficiently long range, targets will appear essentially as 
point sources, and a single value of the laser radiant intensity may be used. 
The power integral for this case is given by 

I ,ILdu>= IL\T ■ &T = h\r • 4f   [gee FiS- 2-6^ > <2-6) 'n R 

where ilr is the target angular subtense (sr) and AT is the projected area of 
the target (m2). Retroflective targets, such as corner cubes or bicycle reflectors, 
also appear as point sources, even at relatively short range, and Eq. (2.6) can 
therefore be used. Note that the 1/R2 range term in the power integral [Eq. 
(2.6)] combined with the 1/R2 range term in Eq. (2.2) gives a net 1/R4 geometric 
range dependence in the SNR. 

It is important to understand that a particular operational scenario may 
involve more than one of the described classical rangefinder situations. Con- 
sider, for example, a laser rangefinder associated with an air defense system 
that is tracking an inbound aircraft. At long range, the aircraft will be much 
smaller than the rangefinder field of view, as depicted in Fig. 2.6(c), and the 
geometric range dependence will follow a 1/R4 relation. At some range, the 
fuselage and/or wings of the aircraft will just fill the rangefinder field of view 
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in one dimension, and the geometric range dependence will transition smoothly 
from 1/R4 to 1/R3. At some shorter range, the fuselage will completely fill the 
rangefinder field of view, and the geometric range dependence will transition 
smoothly from 1/R3 to 1/R2. Plotting the SNR versus range for this case would 
yield a continuous curve with a change in slope at the transition points. 

2.4.2    Noise-Equivalent Irradiance 

Optical and electrical noise enters the signal-to-noise range equation [Eq. (2.2)] 
through the noise-equivalent irradiance (NEI) term. The NEI of the laser 
receiver is defined as the optical signal irradiance measured at the entrance 
aperture of the receiver that would give an SNR of unity. The NEI is calculated 
as the root-sum-square of the equivalent optical signals from all optical and 
electrical sources that degrade the laser signal during the detection, amplifi- 
cation, and bandwidth filtering processes. 

The primary sources of noise for fast photodiode detectors are (1) shot noise 
caused by random fluctuations in the direct or reflected solar and thermal 
backgrounds (background noise), (2) shot noise in the detector caused by ran- 
dom generation and recombination of carriers (detector noise), and (3) Johnson 
noise in the preamplifier caused by thermal agitation of electrons within the 
dissipative elements (preamplifier noise). Other sources of noise, such as shot 
noise in the signal and IIf noise in the detection circuit are also present but 
can often be ignored because of the short pulse durations and the wide receiver 
bandwidths. For most terrestrial applications, the received signal contains 
many photons, and quantum noise need not be considered. For space appli- 
cations where the backgrounds are small and photomultipliers are used to 
boost sensitivity, the quantum nature of the signal and background photon 
flux must be considered. This quantum noise is discussed in Sec. 2.5. 

The noise-equivalent irradiance for photodetectors that have internal am- 
plification (gain), such as avalanche photodiodes and photomultiplier tubes, is 
given by 

NEI = [(7L + ^)M2F + Wv\l/2 ; (2 7) 
RDMART0f\e 

where 

(7gN)/2 = unity-gain rms background noise current (A) 

(IDN)
1/2 = unity-gain rms detector noise current resulting from bulk 

leakage (A) 

(7|N)1/2 = rms preamplifier noise current (A) 
M = photodetector gain 
F = excess noise factor 
RD = unity-gain responsivity of the detector (A/W) 
AR = effective area of receiver collecting aperture (m2) 
To = receiver optical transmission 
-rie = signal processing efficiency factor. 
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The unity-gain rms noise current terms are discussed in the following para- 
graphs. The photodetector gain M is the enhancement in responsivity that 
results from avalanche multiplication of carriers in a high-field region near 
the junction of an avalanche photodiode or from electron acceleration and 
enhanced secondary emission from the cascaded dynodes or microchannel plates 
of a photomultiplier tube. This internal amplification is not noise free, and the 
excess noise factor F accounts for excessive noise caused by amplification. 
Excess noise results from the statistical nature of the amplification process in 
which individual carriers experience a gain that varies around the average 
gain value M. 

The signal-to-noise advantage afforded by internal amplification devices 
can be appreciated by studying Eq. (2.7). Typically, the unity-gain values of 
background and detector noise are much smaller than the preamplifier noise, 
hence at unity gain the receiver will be preamplifier noise limited. Because 
the preamplifier noise is unaffected by the internal amplification within the 
detector, the signal will increase linearly with detector gain, whereas the noise 
measured at the output of the preamplifier remains essentially constant (linear 
SNR increase with gain for low gain values). This situation continues until 
the amplified values of background and/or detector noise become significant 
relative to the unamplified preamplifier noise. At this point, the increase in 
SNR at the preamplifier output levels off, and the receiver becomes background 
or detector noise limited. As the gain is increased further, the background and 
detector noise continue to increase but at a faster rate than the signal as a 
result of excess noise in the amplification process. Eventually, the SNR reaches 
a peak value (optimum gain) then decreases gradually with increased gain 
because of this excess noise. 

2.4.3    Excess Noise Factor 

For avalanche photodiodes, the excess noise factor is a function of the avalanche 
gain and is dependent on material properties (relative ionization rates of holes 
and electrons) and the physical construction of the device (the junction type, 
the width of the ionizing region, and the peak field). For n+p silicon avalanche 
photodiodes, the excess noise is dominated by electron amplification noise. This 
excess noise factor has been predicted by Mclntyre10 to be 

Fe  * keffMe   +   f 2  -  ^rj(l   -  Atff)   , (2-8) 

where 
Fe     = excess noise for injected electrons 
Me    = electron amplification 
keff   = weighted ratio of ionization coefficients of holes and electrons. 

Figure 2.7 plots the predicted excess noise resulting from electron ampli- 
fication versus gain for different values of keff. This plot is in good agreement 
with measured values for silicon, with kes = 0.02 (Ref. 11), and InGaAs, with 
Aeff = 0.45 (Ref. 12). 
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Fig. 2.7   Excess noise factor caused by electrons versus gain. 

2.4.4    Background Noise 

The background shot noise current taken at the output of the detector (assum- 
ing unity gain) is given by 

(7lN)1/2 = (2qiBAfn)
1/2 (2.9) 

where 

q     = electronic charge (1.6 x 10   ia C) 
iB    = total dc background current from all sources (A) 
Afn = receiver noise bandwidth (Hz). 

For visible and near-infrared laser rangefinders, the dc background is dom- 
inated by solar sources, which include solar radiation reflected by the target 
and nearby terrain, solar radiation scattered by the atmosphere, and the sun 
itself, depending on which of these sources is within the receiver field of view. 
For long-wavelength infrared laser rangefinders operating within the 8- to 12- 
|xm thermal band (e.g., CO2), the dc background is dominated by thermal 
emission from the target, the terrain, the sky, and/or the sun. Mid-infrared 
laser rangefinders operating within the 3- to 5-n.m band may have contribu- 
tions from both solar and thermal sources. 

For the "normal" tank fire control situation, the target fills the receiver 
field of view [see Fig. 2.6(a)], and the only contribution to the dc background 
is the solar energy reflected by the target and/or thermal emission from the 
target. In this case, the dc background current, ignoring atmospheric losses 
between the target and the receiver, is given by 

iB = RDART0A\ilF0V[Exf + MJTT] (2.10) 
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where 

A\      = full width at half maximum (FWHM) optical bandpass of the 
receiver (|xm) 

nFOV = solid angle of receiver field of view (sr) 
E\      = spectral irradiance of sun (W/m2 (xm) 
f        = retroreflectance of the target (sr-1) 
Mx.     = spectral radiant exitance of target (W/m2 \xm). 

The detector responsivity is a parameter that is generally supplied in a 
specification sheet by the detector manufacturer. For detectors with internal 
amplification, such as avalanche photodiodes, the manufacturer may specify 
the responsivity at some gain value. In this case, the unity gain value is 
calculated by dividing the specified responsivity by the specified gain. The 
receiver optical bandpass is generally determined by the passband character- 
istics of a single narrow-band optical filter, which is used to limit the amount 
of background energy collected by the detector. For spectral irradiance values 
of the sun as a function of wavelength, see Volume 1, Chapter 3; for the spectral 
radiant exitance values for an ideal blackbody target as a function of temper- 
ature and wavelength, see Volume 1, Chapter 1. The target retroreflectance 
is discussed in a subsequent paragraph. 

2.4.5    Detector Noise 

The rms shot noise that results from random thermal generation and recom- 
bination of carriers within a semiconductor photodiode or the random thermal 
emission of electrons from the photocathode surfaces in a photomultiplier tube 
under unity-gain conditions is given by 

(7j^)1/2 = {2qiDäfn)
y> , (2.11) 

where id is the unity-gain detector dark current (A). 
Manufacturers often specify a value of noise-equivalent power (NEP) at a 

given wavelength and gain value for the detector, which is a direct measure 
of detector shot noise. The unity-gain rms detector noise current can be cal- 
culated as follows, where the detector NEP and responsivity are given at the 
same wavelength and gain value. Note that the rms detector noise current is 
independent of operating wavelength. 

,72~^/2        NEPlxfi,MÄ^ol\a,Mii(A/'n)/2 

(7DN)
     

= MR[F(MR)f> ' (2'12) 

where 

\R = reference wavelength (|xm) 
MR = reference gain 
NEP|xB,A/B = detector rms noise-equivalent power measured at XR and 

MR (W/VHZ) 
RD\\R,MR    

= detector responsivity measured at XR and MR (AAV) 
F{MR)       = excess noise factor of detector calculated at MR. 
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Equation (2.12) assumes that all of the dark current in the detector experiences 
the same avalanche multiplication, which is true only for the bulk leakage 
component, not the surface leakage component. Equation (2.12) also assumes 
a flat noise spectrum such that the NEP is independent of frequency. Within 
the limits of these assumptions, Eq. (2.12) is a reasonably good approximation. 

2.4.6 Preamplifier Noise 

Johnson noise caused by thermal agitation of electrons in the resistive pream- 
plifier load (as well as other noise sources in the preamplifier electronics) may 
be specified by the manufacturer but often must be measured. Manufacturers 
of integrated photodiode-preamplifier modules often specify a system noise- 
equivalent power at a particular wavelength under certain operating condi- 
tions, which includes both detector and preamplifier noise. The rms detector 
and preamplifier noise current for these modules can be calculated using 
Eq. (2.12). 

2.4.7 Receiver Bandwidth 

The electrical bandwidth of the receiver is determined by both the frequency 
response characteristics of the detector and the bandwidth shaping or filtering 
characteristics of the preamplifier circuit. For most applications, the designer 
selects a detector with adequate response (rise time) and tailors the bandwidth 
of the preamplifier-filter circuit to provide the best overall signal-to-noise per- 
formance. A wide receiver bandwidth preserves the amplitude of the electrical 
signal but allows too much of the noise spectrum to enter the detection process. 
Conversely, a narrow receiver bandwidth limits the detectable noise, but also 
degrades the amplitude and shape of the signal pulse prior to detection, re- 
ducing both the SNR and the ability of the rangefinder to resolve targets 
separated in range. The optimum signal bandwidth for a sine-squared pulse 
shape and a single-pole filter characteristic is given by 

Afs = 0.189/T , (2.13) 

where Afs is the receiver signal bandwidth (Hz). The equivalent noise band- 
width is found by multiplying the signal bandwidth by TT/2. 

2.4.8 Signal-Processing Efficiency 

The signal-processing efficiency factor in Eq. (2.7) is the factor by which the 
peak electrical signal is reduced because of band limiting or frequency response 
shaping within the receiver electronics. The signal processing efficiency factor 
for a sine-squared pulse shape and an optimized (matched) single-pole filter 
characteristic is given by 

tie = 0.595 . (2.14) 

2.4.9 Retroreflectance 

The retroreflectance of a target is defined as the ratio of the radiant intensity 
of the laser radiation reflected by the target in the direction of the receiver to 
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Table 2.2   Hemispheric Reflectance of Standard U.S. Military Coatings (from Ref. 13) 

Laser 
Wavelength (urn) 

Hemispherical Reflectance (without specular component) 

Federal Color Number of Coating 

30219 
Light Brown 

34079 
Olive Drab 

34102 
Olive Drab 

34159 
Green Drab 

36118 
Gray 

0.53 0.191 0.078 0.092 0.185 0.125 

0.69* 0.32 0.09 0.08 0.16 0.11 

0.80 - 0.85 0.281 0.097 0.107 0.140 0.087 

1.06 0.257 0.118 0.118 0.121 0.074 

1.3 0.226 0.122 0.105 0.106 0.065 

1.54* 0.21 0.15 0.10 0.10 0.06 

2.8 0.055 0.034 0.016 0.039 0.046 

3.3 0.039 0.020 0.009 0.034 0.044 

5.3 0.073 0.056 0.019 0.039 0.036 

10.6 0.018 no signal 
detected 

no signal 
detected 

0.016 0.029 

'Data at 0.69 and 1 
13 

54 u.m estimated from hemispherical reflectances versus wavelength curves. 

the laser power incident on the target. The retroreflectance for Lambertian 
targets is given by 

/" = (2.15) 
TT 

where p is the hemispherical reflectance of the target. Hemispheric reflectance 
values of some military coatings are given in Table 2.2 for convenience. These 
reflectance values are for new (unweathered) coating samples measured under 
clean, dry surface conditions. 

For very small targets, such as corner-cube retroreflectors, the reflectance 
is often given as a cross-section or effective-aperture value, which can be 
defined in a variety of ways (equivalent size of perfect reflecting sphere, equiv- 
alent size of perfect Lambertian reflector, ratio of retroreflected radiant inten- 
sity to incident irradiance, etc.). Note that the retroreflectance parameter used 
in Eq. (2.2) must be consistent with the particular cross-section definition. 
Section 12 of the RCA Electro-Optics Handbook14 presents the theory of corner- 
cube retroreflection and provides cross-section values for perfect corner cubes 
and several commercial retroreflective array materials. 

2.4.10    Pulse-Stretching Efficiency Factor 

Targets that present a flat surface normal to the beam line of sight reflect the 
beam without changing its temporal characteristics. Most real targets, how- 
ever, are not perfectly flat or may not necessarily be oriented at normal in- 
cidence. For these cases, some portion of the beam reflects from the target 
sooner (at closer range) than another portion of the beam, effectively stretching 
the temporal pulse shape of the reflected laser signal. If the target depth is 
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small compared with the physical length of the pulse, this effect is negligible. 
If the target depth is large compared with the length of the pulse, an efficiency 
factor must be calculated to account for the reduction in peak signal power 
caused by pulse stretching. For many situations, the efficiency factor is a 
unique function of the target shape, the small-scale target reflectivity, the 
ranging geometry, the laser temporal pulse shape, and the spatial character- 
istics of the laser beam. Therefore, a simple formulation cannot be given. For 
cases in which the target can be approximated by a tilted plane with uniform 
reflectance and the laser beam is uniform with a rectangular temporal pulse 
shape, the pulse-stretching efficiency factor is given by 

T]T 

where 

1      for T > 2(D/c) 
TC , (2.16) 
^   for T < 2(D/c) 

r\T = efficiency factor accounting for pulse stretching by the target 
T    = transmitted laser pulse width (s) 
D   = depth of target within receiver FOV (m). 

2.4.11 Atmospheric Absorption and Scattering 

The rate of signal attenuation resulting from the natural atmospheric ab- 
sorption and scattering is assumed to be constant over the two-way path, 
therefore the atmospheric attenuation expression within Eq. (2.2) takes the 
form of a decaying exponential function of range. Values for the total atmo- 
spheric extinction coefficient k, which is the rate of signal attenuation, are 
typically calculated using a high spectral resolution atmospheric computer 
code such as the AFGL FASCOD2 (Ref. 15) or the ASL EOSAEL-87 (Ref. 16) 
models. Atmospheric extinction coefficients for specific laser wavelength and 
model atmospheres are also tabulated in references such as the JTCG/ME 
Smoke and Natural Aerosol Parameters (SNAP) Manual.17 Values for atmo- 
spheric extinction derived from low spectral resolution computer codes, such 
as LOWTRAN, or from broadband measurements should not be used, because 
these will not properly account for narrow-band molecular absorption at spe- 
cific laser wavelengths. Atmospheric attenuation may also be specified in units 
of decibels per meter, which is converted to an extinction coefficient by mul- 
tiplying the decibels-per-meter values by 0.2303. Occasionally, atmospheric 
attenuation is characterized by an absorption depth, which is defined as the 
distance over which the signal is reduced to lie of its initial value. Absorption 
depth is the reciprocal of the extinction coefficient. 

2.4.12 Attenuation by Obscurants 

The rate of signal attenuation resulting from obscurants such as smoke or dust 
is generally not constant over the entire beam path. The rate of attenuation 
over a one-way path can be found using the Beer-Lambert relationship,18,19 

which is given by 
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dl 
— =  -acxl ax 

(2.17) 

where 

I   = signal intensity (units of power or irradiance) 
x   = distance along beam path (m) 
a  = mass extinction coefficient of obscurant (m2/g) 
cx = local mass concentration of obscurant at x (g/m3). 

Solving this differential equation (integrating over one-way path): 

ln(yj =  -ajcx dx =  -a(CL) (2.18) 

where Idh is the transmission over the one-way path, (CL) is the effective 
concentration-length product of the obscurant (g/m ), and 

l± = exp(-a<CL)) , 
J-o 

(2.19) 

which is the same form as the expression in Eq. (2.2). 
The primary attenuation mechanism in battlefield obscurants is scattering 

by the aerosol droplets and smoke/dust particles. The scattering efficiency is 
determined by the relationship between the distribution of particle sizes and 
the wavelength of the laser radiation, therefore the mass extinction coefficient 
is a strong function of wavelength. The highest scattering efficiency occurs 
when the particle radius and the laser wavelength are nearly equal (assuming 
spherical particle).19 Table 2.3 summarizes the mass extinction coefficients for 
common obscurants at specific laser wavelengths. 

Example 2.1. Table 2.4 presents performance characteristics for typical laser 
rangefinders used for tank fire control. The parameters listed in the first column 
have been defined previously in this chapter. The derived values are based on 
the equations given or referenced in the source column. We assume for this 
example that the target is a military vehicle with a uniform diffuse Lambertian 
reflectance characteristic, that the depth of the target is insignificant, and that 

Table 2.3   Mass Extinction Coefficients for Common Battlefield Obscurants 
(from Refs. 17,18, and 20) 

Laser 
Wavelength 

(um) 

Mass Extinction Coefficient (m2/g) 
50% Relative Humidity, 10°C 

White 
Phosphorous 

Hexachloro- 
Ethane* 

Foa 
Oil 

Diesel 
Fuel Fog 

High Explosive Dust 
Small Large 

0.53 3.7 — — — 0.32 0.035 
0.694 3.24 3.89 6.86 5.56 0.32 0.035 
0.80-0.85 2.6 3.3 5.8 4.9 0.29 0.036 
1.06 1.41 2.30 3.50 3.25 0.26 0.037 
1.54 0.57 1.16 1.66 1.63 0.26 0.037 

10.6 0.39 0.14 0.01 0.03 0.24 0.036 

* 85% relative humidity 
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Table 2.4   Performance Characteristics for Typical Tank Laser Rangefinders 

Last r Rangefinder Type 

Raman-shifted 
Nd:YAG Carbon 

Parameter Symbol Units Source Nd:YAG Dioxide 

wavelength X urn Table 2-5 1.064 1.543 10.59 
laser pulse energy EL mJ given 40 15 36 
laser pulsewidth i ns given 8 6.5 60 
laser peak power PL W E|ft 5.0E+06 2.3E+06 6.0E+05 
energy fraction in FOV % — given 0.8 0.8 0.8 
detector type — given EG&G C30872 EG&G C30662 SBRC100um 

PV HgCdfe SiAPD InGaAs APD 
reference wavelength ^R jim mfr 1.06 1.54 10.59 
reference gain MR — mfr 60 10 1 
detector NEP (at XR, MR) NEP|XR,MR W/VHZ mfr 1.0E-13 1.3E-13 5.0E-14 

responsivity (at XR, MR) RDIXR.MR A/W mfr 9.0 9.3 7.1 

unity-gain responsivity RD A/W RDIHR.MRM 
R 

0.15 0.93 7.1 

carrier ionization ratio keff _ mfr 0.02 0.45 N/A 
photodetector gain M — given 100 10 1 
excess noise factor Fe — Eq. 2-8 3.95 5.55 N/A 
receiver signal bandwidth Afs MHz Eq. 2-13 23.7 29.1 3.2 
receiver noise bandwidth Afn MHz 

71 

2 Afs 37.2 45.7 5.0 

electrical efficiency lie — Eq. 2-14 0.60 0.60 0.60 
receiver area AR m2 given 0.004 0.004 0.004 

receiver optical To — given 0.5 0.5 0.5 
transmission 

receiver optical bandpass Al urn given 0.025 0.060 0.10 
receiver field-of-view 0FOV mrad given 0.5 0.5 0.5 

receiver FOV solid angle "FOV sr 
J (8FOV)2 

1.96E-07 1.96E-07 1.96E-07 

maximum range of Rmax m given 8000 8000 8000 
counter 

target type — — given vehicle painted "green d ab" 

target hemisphere P — Table 2-2 0.121 0.100 0.016 
reflectance 

retroreflectance f sr1 Eq. 2-15 0.039 0.032 0.005 

solar spectral irradiance E;. W/m2-u,m Volume 1, 
Chapter 3 

607 246 N/A 

spectral radiant exitance Ml W/m^m Volume 1, N/A N/A 30.0 
of 300 K target Chapter 1 

unity gain dc background 'B A Eq. 2-10 3.44E-11 1.72E-11 2.66E-9 
current 
unity gain background mm A Eq. 2-9 2.02E-11 5.01E-11 6.50E-11 
noise current 

unity gain detector noise mm A Eq. 2-12 5.16E-11 3.47E-10 7.90E-10 
current 

preamp noise current pi]"2 A given 1.22E-8 1.35E-8 4.45E-9 

receiver noise-equivalent NEI W/m2 Eq. 2-7 9.20E-7 1.43E-6 5.35E-7 
irradiance 

atmospheric extinction: k 1/km FASCOD2 

clear           (23.5 km VMF R, midlatitude s ummer) 0.077 0.055 0.279 

thin fog       (1.5kmVMR midlatitude su mmer) 4.092 2.937 0.827 

mass extinction of smoke: a m?/g Table 2-3 
white phosphorous 
(50% RH) 

1.41 0.57 0.39 

concentration-length <CL> g/m? given 5 5 5 

signal-to-noise ratio SNR — Eq. 2-20 See Figure 2-8 

the beam is always smaller than the target. Given these assumptions, Eq. (2.2) 
can be simplified to the following equation, which is useful for a variety of fire 
control applications: 

SNR 
PLr\B p exp[-2(kR + a(CL))] 
NEI TT R< 

D (2.20) 
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Fig. 2.8   Signal-to-noise ratio versus range. 

Figure 2.8 plots the calculated value of the SNR versus range for three 
atmospheric conditions, clear (23.5-km visibility), thin fog (1.5-km visibility), 
and white phosphorous (WP) smoke (concentration length product of 5 g/m2). 

2.5    PROBABILITY OF RANGING AND FALSE ALARM RATE 

This subsection discusses the relationship between SNR, the probability of 
ranging, and the false alarm rate. The effects of atmospheric turbulence are 
discussed as well as the benefits of multiple-pulse detection. Finally, an em- 
pirical formulation of the range equation based on the measured extinction 
ratio is presented. 

2.5.1    Pulse Detection in Gaussian Noise 

The probability of ranging to a target is essentially the probability that the 
peak electrical signal plus noise will exceed the detection threshold.21 When 
background, detector, and/or preamplifier noise sources dominate the detection 
process, a Gaussian probability density provides a reasonable approximation 
to the noise distribution, and the probability of detection is given by 

1      1    „/SNR - TNR\ 
Pd = 2 + 2erf(        V2        ) 

(2.21) 
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where 

Pd      = probability of detection 
SNR   = ratio of peak signal to rms noise 
TNR   = ratio of detection threshold to rms noise 
erf(x) = single-sided error function, 

and 

2   fx 

erfU) = —    e~"2 du . (2.22) 

2.5.2 Error Function 

Equation (2.22) is the mathematical definition of the single-sided error function 
most commonly used.22 The area under the normal (Gaussian) probability 
curve, which is tabulated in a variety of probability and statistics textbooks 
and mathematical handbooks,22'23 can also be used, however, a change of var- 
iables and integration limits may be required to convert the values given in 
these tabulations to the error function defined in Eq. (2.22). 

2.5.3 Laser Pulse Amplitude Jitter 

The foregoing analysis assumed that the amplitude of the transmitted laser 
pulse is time invariant. In general, the laser output energy and beam shape 
vary from pulse to pulse as a result of many factors including variations in 
(1) the charge on the pulse forming network; (2) Q-switch timing and hold-off 
threshold; (3) the gain of the laser medium, which changes with temperature; 
(4) thermal lensing, wedging, and birefringence in the laser medium; and 
(5) thermal distortion and structural compliance in the resonator optical bench. 
Assuming that the distribution of laser radiant intensity is Gaussian, the rms 
jitter value can be added in quadrature to the rms noise value in calculating 
the probability of detection. Equation (2.21) therefore becomes 

P* = \ + |erf 
SNR - TNR 

V2(l + oi • SNR2)1/2. 
(2.23) 

where aA is the rms jitter in the laser radiant intensity (far field) normalized 
to the average laser radiant intensity. 

2.5.4    Threshold-to-Noise Ratio 

Laser rangefinders generally detect the signal pulse by comparing the ampli- 
tude of the amplified and filtered signal with a threshold setting. The threshold- 
to-noise ratio (TNR) used in Eq. (2.21) is defined as the ratio of this electrical 
threshold to the total rms noise at the comparator. The electrical threshold 
may be fixed, time variable (time-programmable threshold), or adaptive (ac- 
tivity threshold). The time-programmable threshold and activity threshold 
techniques are discussed later in this subsection. 

The value of the TNR is set by the requirement to limit noise-induced false 
alarms, and is approximated by Rice24 as 



TNR - 21n 
(2RmaxAfn 

\  V3cPfa 
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1/2 
(2.24) 

where 
Ämax = maximum range of range counter (m) 
äfn    = noise bandwidth of the receiver (Hz) 
Pf a    = probability of a false alarm during a single pulse. 

Equation (2.24) assumes a flat noise spectrum (white noise) and a matched 
receiver, in which the signal and noise bandwidth are approximately equal to 
the reciprocal of twice the laser pulse width. The value of Rmax used in Eq. 
(2.24) is the maximum range at which a valid target will be accepted by the 
range logic. The value of fimax is thus determined by the capacity of the elec- 
tronic range counter or by the size of the electronic range gate and not by the 
maximum sensitivity of the rangefinder system. 

Repetitively pulsed laser rangefmders used in range- and range-rate-tracking 
applications (e.g., air defense) are often specified in terms of a long-term av- 
erage system false alarm rate. In this situation, the single-pulse probability 
of false alarm is given by 

»■ - m ■ (2'25) 

where FAR is the long-term average system false alarm rate (false alarms per 
second) and PRF is the laser pulse repetition frequency (pulses per second, 
Hz). The long-term average system false alarm rate is not to be confused with 
the average false alarm rate during a single ranging interval. 

Example 2.2. Using the parameters for the Nd:YAG LRF characterized in 
Table 2.4 and assuming a maximum false alarm rate of 1% (0.01), the required 
TNR is found from Eq. (2.24) to be 4.83. The probability of detection can now 
be calculated from Eq. (2.21) for any given SNR. Alternatively, Eq. (2.21) can 
be solved for the minimum SNR required for any given probability of detection 
and TNR. The minimum SNR for a 95% (0.95) probability of detection is 6.47. 
Referring to Fig. 2.8, the probability of detection is at least 95% for all ranges 
corresponding to SNR values of 6.47 or higher. D 

2.5.5    Time-Programmable Threshold and Activity Threshold 

The time-programmable threshold technique (sometimes called time- 
programmable gain) is used in most tactical laser rangefmders to reduce the 
probability of false alarm caused by (1) electromagnetic interference from the 
high-voltage flashlamp trigger pulse, (2) optical backscatter from optical ele- 
ments that are shared by the transmitter and receiver, and (3) optical back- 
scatter from atmospheric aerosols in the region where the transmitter and 
receiver fields of view overlap. The electrical signals from these false alarm 
sources decrease rapidly with time after the laser pulse is fired. Because the 
target return signal also decreases as a function of range (time), as shown in 
Fig. 2.8, a detection threshold that decreases as a function of time can be 
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programmed in the receiver electronics to discriminate against these sources 
of false alarm while maintaining a high probability of detecting both short- 
and long-range targets. 

The activity threshold technique allows the rangefinder to adapt to the 
average noise environment, providing maximum sensitivity under the pre- 
vailing background, backscatter, and electrical noise conditions. The activity 
threshold is typically implemented as an initial offset to the time-programmable 
threshold waveform and controlled in a feedback circuit, which maintains a 
constant false alarm rate at the output of the threshold comparator. 

2.5.6    Pulse Detection in Quantum Noise 

The foregoing analysis used a Gaussian probability distribution to represent 
noise in the detection process. This is an accurate approximation only when 
the signal and noise involve the detection of many photons. When the signal 
and noise are small, as in the case of a space-based laser rangefinder with a 
high-gain photomultiplier detector operating against a very low background, 
the Gaussian approximation is no longer valid, and a Poisson distribution 
should be used.21 The probability of ranging, which is the probability that the 
number of signal-plus-noise photons exceeds a threshold number in a given 
time interval, is given by 

P(n> nt) =   2 —i— = 1 -   S —-r^ > (2.26) 
r! r=o 

where 

P(n 5: nt) = probability of detection 
n = number of signal-plus-noise photons within time interval 
nt = threshold number of photons 
n = average number of noise photons within time interval. 

The summation of terms of the Poisson distribution [Eq. (2.26)] is tabulated 
in a variety of probability and statistics textbooks and mathematical hand- 
books.25 Also, the probability of detection is plotted as a function of threshold 
number and average noise count in Sec. 8 of the RCA Electro-Optics Handbook.21 

Example 2.3. A space-based tracking sensor uses a laser rangefinder to pro- 
vide fine-range measurements to distant orbiting objects. Passive ranging tech- 
niques are used to provide a coarse ranging resolution of ± 1000 m (i.e., at 
handover, target range is known to be within a specific 2000-m range interval, 
and range measurements falling outside this interval are presumed to result 
from false alarms or false targets). The LRF is required to have a range res- 
olution of 1 m. Using Eq. (2.1), this 1-m range resolution corresponds to a time 
resolution of 6.67 ns, which, for photon counting applications, is the time in- 
terval over which signal and noise events are integrated or counted. The av- 
erage number of events detected by the LRF in the absence of signal during 
the 6.67-ns time interval is determined to be 3.5 (based on the average number 
of background photons received, the average number of electronic noise events, 
and the number of radiation-induced events). The problem is to determine the 
number of signal photons required to provide a 95% probability of detection 
with a maximum false alarm probability of 1% per ranging measurement. 
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The first step is to calculate the probability of false alarm within a single 
6.67-ns integration time interval. The 2000-m handover range interval cor- 
responds to a handover time period of 13.3 (xs [Eq. (2.1)]. Because there are 
2000 of the 6.67-ns integration time intervals within the 13.3-|xs handover 
time period, the probability of false alarm within a single integration interval 
is 0.01 x 1/2000 = 5 x 10 "6. 

The second step is to determine the threshold number that gives a proba- 
bility of exceeding threshold P(n s nt) that is less than or equal to 5 x 10 ~6 

for an average event count n of 3.5. Using Eq. (2.26), the threshold number nt 
is calculated to be greater than 14 but less than 15. Because the counting 
circuit can only count integral numbers of events, the next higher integer, 
which is 15, is selected. 

The third step is to determine the number of signal-plus-noise events re- 
quired to give a probability of detection of 0.95 for a threshold number nt of 
15. Using Eq. (2.26), the average signal-plus-noise events n is 21.9. 

The final step is to subtract the average number of noise-only events from 
the signal-plus-noise events to give a required number of signal photons, which 
is 21.9 - 3.5 = 18.4. D 

2.5.7   Atmospheric Turbulence 

The foregoing analysis treated the atmospheric propagation process as time 
invariant when, in fact, turbulence in the atmosphere can cause significant 
spatial and temporal fluctuations (scintillation) in the propagated signal. These 
signal fluctuations result from optical refraction along the propagation path 
because of thermally induced variations in the refractive index of the air mass. 
For most tactical laser rangefinder applications, the illuminated portion of the 
target is much larger than the lateral correlation distance, and scintillation 
over the transmit path is reduced considerably through spatial averaging. This 
is not the case, however, for small retroreflective targets such as corner cubes, 
retroreflective tape, or bicycle-type reflectors (Stimsonite) or where the target 
reflectance characteristic is dominated by specular reflections caused by glints 
and trihedral retroreflections. For these targets, scintillation over the transmit 
path may be significant. 

Spatial averaging across the receiver aperture also reduces scintillation over 
the receive path but to a lesser extent because the receiver aperture may not 
be large compared with the lateral correlation distance. For typical multimode 
laser rangefinders, beam-broadening and beam-wander effects resulting from 
atmospheric turbulence are small compared to the laser beam divergence and 
can be ignored. 

Atmospheric turbulence can be treated as a requirement to increase the 
SNR of the rangefinder to achieve a given probability of detection. In the weak- 
scattering regime (log-normal probability distribution), the signal-to-noise en- 
hancement factor required for a specified detection probability is given by 
Knepp and Valley26 as 

/// = exp V2<rlnI/1evr\2Pd- 1) + -a2^ (2.27) 
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where 

/// = signal-to-noise enhancement factor 
°fn//7       = variance of log intensity ratio 
Pd = required probability of detection in turbulence 
erf-1(x) = argument of the error function denned in Eq. (2.22). 

Example 2.4. The Nd:YAG LRF in example 2.2 is operated across a turbulent 
atmospheric path. The scintillation index, which is denned as the standard 
deviation of the log intensity ratio o-ln///, is found to be 0.6 at maximum target 
range. By what factor must the SNR (calculated for no turbulence) be increased 
to achieve a 99% probability of detection? 

The minimum SNR with no turbulence is calculated using Eq. (2.21), as in 
example 2.2. For Pd = 0.99 and TNR = 4.83, the minimum SNR is found 
to be 7.15. 

The SNR enhancement factor is calculated using Eq. (2.27). For aln7/j = 0.6 
andPd = 0.99, /// is found to be 4.84. The minimum SNR of 7.15 must therefore 
be increased to 34.6 to provide the same ranging probability. D 

2.5.8    Cumulative Probability of Detection 

For laser rangefinder applications in which the propagation properties of the 
atmosphere or the reflective properties of the target are expected to fluctuate 
significantly (e.g., strong atmospheric turbulence, inhomogeneous smoke screens, 
or specular reflections) the probability of detection can be improved more dra- 
matically by firing multiple pulses than by firing a single pulse with higher 
energy. The cumulative probability of detecting at least m-out-of-rc pulses, 
assuming random independent events, is given by the binomial equation as 

P(x > m) =   tJl)(Pd)ka ~ Pd)n~k 

= 1-2 U V^l - pd>n~k - (2-28) 

where P(x sz m) is the probability of detecting at least m pulses and Pd is the 
single-shot probability of detection. For one-out-of-n logic, Eq. (2.26) simplifies to 

P(i2l) = l-(1- PdT ■ (2.29) 

Example 2.5. For a high-pulse-rate Nd:YAG LRF operating against the same 
maximum range target and across the same turbulent atmosphere given in 
example 2.4, would it be more advantageous in terms of SNR to operate the 
LRF at twice the pulse rate and half the pulse energy, maintaining the same 
average laser power? 

Operating the LRF at twice the pulse rate allows the processor to use one- 
out-of-two detection logic to achieve a cumulative probability of detection of 
99% without affecting the average ranging rate. The required single-shot prob- 
ability of detection is calculated by solving Eq. (2.29) for Pd. For P(X > 1) = 
0.99 and n = 2, Pd is calculated to be 0.90. 
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The TNR calculated in example 2.2 was based on a single-shot false alarm 
probability of 1%, which is no longer valid at twice the pulse rate. Equation 
(2.25) states that to maintain a given long-term average system false alarm 
rate, FAR, the single-shot false alarm probability Pfa must be reduced in 
inverse proportion to the increase in the laser pulse repetition frequency, PRF. 
Doubling the PRF necessitates a factor of 2 reduction in Pfa from 0.01 to 0.005. 
Using Eq. (2.24) with this Pf a and the other parameters specified in Table 2.4, 
the required TNR is calculated to be 4.97. 

The SNR required for a 90% detection probability in no turbulence is found 
from Eq. (2.21) to be 6.25. The SNR enhancement factor for a scintillation 
index of 0.6 is found from Eq. (2.27) to be 2.58. The required SNR with tur- 
bulence is therefore 6.25 x 2.58 = 16.15. Because this required SNR is less 
than half the SNR requirement calculated in example 2.4, it is more advan- 
tageous in this application to operate the LRF at twice the pulse rate with 
half the pulse energy. D 

2.5.9    Extinction Ratio 

The sensitivity of a laser rangefinder is often specified empirically, in terms 
of an extinction ratio. The extinction ratio (ER) is defined as the amount of 
optical attenuation placed in the receiver path of the rangefinder that gives a 
50% probability of detection when operating the rangefinder over a specified 
range to a large, normally incident target board of specified reflectance. If the 
receiver uses a time-programmable threshold, this circuit is defeated for the 
extinction ratio measurement and the threshold is set for maximum sensitivity. 
The SNR for an arbitrary set of range, atmospheric attenuation, and target 
parameters is given in terms of this extinction ratio by 

SNR = ^-(§) exp[-2(&fl + o<CL»] , (2.30) 
EK   po\.n./ 

where 

ER = transmission of extinction filters 
po    = hemispherical reflectivity of reference target board 
Ro  = range to reference target board (m). 

Atmospheric transmission loss across the specified range is generally included 
in the extinction ratio specification and therefore does not appear explicitly in 
the SNR calculation [Eq. (2.30)]. 

Example 2.6. An extinction ratio measurement is made to characterize the 
sensitivity of a Nd:YAG laser rangefinder prior to shipment from the factory. 
The detection threshold is set at the factory to provide a TNR of 4.83 (with 
time-programmable threshold circuit disabled). The laser range used for this 
measurement has a large target board with a hemispherical reflectance of 85% 
at 1.06 n,m, which is located precisely 500 m from the LRF test station. At- 
tenuation filters are placed within the receiver path of the LRF such that the 
attenuation of the filter stack corresponds with the two-way attenuation in 
the beam path. With 44.5-dB attenuation in the filter stack, half the range 
measurements provided valid ranges with the remaining measurements failing 
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to register a return (Pd = 50%). What will the SNR of this LRF be against a 
large 10% reflectance target at 3 km when the atmospheric attenuation is 3 
dB/km at 1.06 (Jim (assume no turbulence). 

The first step is to convert atmospheric attenuation to an atmospheric ex- 
tinction coefficient. Multiplying the 3 x 10_3 dB/m value by the conversion 
factor 0.2303 gives k = 6.91 x 10 ~4 m_1. The second step is to convert the 
44.5-dB attenuation of the filter stack to an extinction ratio (transmission of 
filters), ER = 3.55 x 10 "5. Finally, the SNR is calculated using Eq. (2.30) to 
be 6.95. D 

2.6    RANGING ACCURACY 

2.6.1    Range Errors 

The range to the target measured by a pulse-echo laser rangefinder may differ 
from the actual range as a result of the following four error sources: 
(1) quantization error in the range counter, (2) timing errors in the logic cir- 
cuitry, (3) detection error resulting from the finite rise time of the laser pulse, 
and (4) clock frequency error in the range counter. The first three error sources 
are random and independent, therefore the total rms range error can be found 
by adding these errors in quadrature (root-sum-square). The clock frequency 
error is not random and is treated as a bias or calibration error. 

Quantization error results from the fact that digital circuits are used to 
measure the time interval between transmission of the laser pulse and detec- 
tion of the reflected pulse from the target. Most digital range counters use a 
free-running oscillator (or clock) to establish the time base, and the clock has 
a finite time resolution set by its oscillation frequency. The least significant 
bit within the digital range counter corresponds to the period of oscillation of 
the clock (or half the clock period if the counter triggers on both positive and 
negative transitions in the clock waveform). Laser pulsing is typically asyn- 
chronous with the clock, therefore the first recorded range count will be the 
next clock transition that occurs after the laser is fired. This introduces a 
timing error that can assume any value between zero and the clock period 
with equal probability. The rms range error resulting from start-time quan- 
tization is given by 

Q 

°-RQ(start)  =  ^T   > (^D 

where o-RQ(start) is the rms range error resulting from start-time quantization 
(m) and fc is the frequency of the oscillator in the range counter (Hz). 

A similar quantization error arises when the pulse is detected. The last 
range count will be the clock transition that occurs just prior to detecting the 
reflected pulse, and the range error resulting from stop-time quantization is 
given by 

rRQ(stop) - 4V5/.   , (2-32) 
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where crRQ(stop) is the rms range error resulting from stop-time quantiza- 
tion (m). 

Timing errors result from switching-time jitter in the logic gates that are 
used to turn the range counter on and off. Timing error is therefore a function 
of the type of logic gates used in the range logic circuitry. An rms timing error 
of 1 ns per event, which is an upper limit for most tactical rangefinder logic 
circuits, corresponds to an rms range error of 0.15 m for either the turn-on or 
turn-off event. 

Detection error in simple threshold detection circuits results from the finite 
rise time of the laser pulse (and pulse stretching by the target). The finite rise 
time causes pulses of higher amplitude to cross the detection threshold before 
those of lower amplitude, thus indicating a shorter range to the target. The 
range error is therefore a deterministic function of the SNR (signal amplitude), 
the threshold value, and the temporal shape of the laser pulse. However, 
because pulse amplitude is not measured by the rangefinder, it cannot be biased 
out and must be handled as a random error source. Assuming a linear rise- 
time characteristic and uniform probability of threshold crossing along this 
rising pulse shape, the range error resulting from detection error is given by 

am = -% , (2.33) RD      4V3 

where crRD is the rms range error due to detection error (m) and tR is the rise 
time of the laser pulse (s). 

Advanced signal processing techniques are used in some LRF systems to 
reduce detection error. Constant fraction discrimination, for example, subtracts 
a delayed replica of the return pulse from itself, which provides a zero-crossing- 
time reference that is independent of pulse amplitude and, to a first order, 
pulse shape. Such techniques can be very effective but are more complex and 
costly to implement. 

Clock frequency error (bias) results from frequency drift within the oscillator 
circuit of the digital clock. Because the timing error resulting from clock fre- 
quency error increases linearly with time, the range error will be a linear 
function of target range. Clock frequency error is normally specified as a frac- 
tion of the absolute clock frequency. The range error (bias) resulting from clock 
frequency error is given by 

&RC = Rbc , (2.34) 

where 

bKC = range error (bias) resulting from clock frequency error (m) 
R     = range to target (worst case is maximum range) (m) 
bc    = clock frequency error (fraction of clock frequency). 

2.6.2    Range-Rate Errors 

Tracking applications often require range rate (radial velocity) as well as range 
information. For direct detection laser rangefinders, range rate is calculated 
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within the fire control computer from differential range measurements to the 
target. The range rate (for a one-sided derivative) is given by 

R„ = (Rn - Ä„-i)PRF , (2.35) 

where 

Ri     = i'th value of range rate (m/s) 
Ri     = i'th value of range to target (m) 
PRF = laser pulse repetition frequency (Hz). 

For the general case in which the laser pulse rate is not synchronous with the 
range counter clock, the distribution of range-rate error resulting from start- 
and stop-time quantization error is found through simulation to approximate 
a Gaussian distribution with a mean of zero and a standard deviation (rms 
value) given by 

rPRF 
av = 0.291 ^- , (2.36) 

U 

where oy is the rms range-rate error (m/s). 
When the laser pulse rate is synchronous with the range counter clock 

(which is difficult to achieve because of laser-trigger-timing errors), the form 
of the range-rate error distribution is triangular with a mean of zero and a 
standard deviation given by 

1    cPRF 
° K* (2.37) V        2V3      fe 

The range-rate data derived from differential range measurements are often 
smoothed using weighted-average filtering techniques prior to tracking to re- 
duce noise in the tracking process. The penalty for filtering is a lag in the 
response of the tracker to changes in target radial velocity. This tracking lag 
can be reduced by increasing the sample rate, which is equivalent to increasing 
the laser pulse repetition frequency. A laser rangefinder with improved range 
accuracy requires less filtering and therefore can operate at a lower pulse 
repetition frequency. 

Example 2.7. An air defense laser rangefinder operates at a pulse rate of 10 
pulses/s, which is asynchronous with the internal range counter clock operating 
at 40 MHz. What are the range and range-rate errors, assuming the only error 
source is start- and stop-time quantization? 

The start- and stop-time rms range errors are identical and are calculated 
using Eqs. (2.31) or (2.32) to be o"RQ(Start/stop) = *-08 m. The total rms range 
error is the root-sum-square of the start- and stop-time errors, which is 1.53 m. 
The instantaneous rms range-rate error (no filtering) is calculated using Eq. 
(2.36) to be ay = 21.8 m/s. D 
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2.7   CHARACTERISTICS OF COMMON LASER RANGEFINDERS 

Table 2.5 provides a range of typical parameters for ruby, Nd:YAG, CO2, 
Raman-shifted Nd:YAG, and Er:glass laser rangefinders. 

The advantages of the Nd:YAG laser rangefmder over the ruby laser are 
its covertness, its improved electrical efficiency, and its ability to operate at 
elevated pulse repetition frequencies (an essential requirement for the air 
defense application and a desirable feature in tank fire control for helicopter 
self-defense). The major drawback of the Nd:YAG laser lies in its wavelength 
of operation. The 1.06-|xm wavelength of the Nd:YAG laser is not strictly 
compatible with that of the 8- to 12-u.m thermal imaging systems used in 
modern fire control systems under conditions of natural haze, fog, and battle- 
field smoke. Also, the 1.06-|xm wavelength is transmitted and focused by the 
human eye onto the retina where, at sufficiently short ranges, it can perma- 
nently blind an unprotected observer.1 

Three solutions have been developed that address the drawbacks of the 
1.06-(jim Nd:YAG LRF; these are, in order of development chronology, (1) carbon 
dioxide (CO2), (2) Raman-shifted Nd:YAG, and (3) erbiumrglass. The C02 laser 
operates at 10.59 ixm, which is within the 8- to 12-|xm wavelength band of 
typical thermal imaging sights. This allows the CO2 LRF to range to most of 
the targets that the thermal imager can detect, which is its chief advantage. 
The CO2 wavelength is attenuated by water vapor in the atmosphere, thereby 
limiting maximum range performance under clear, humid conditions. Tactical 
targets provide a lower reflectivity at the CO2 wavelength than at shorter 
wavelengths, a problem that is compounded when the targets are wet or snow 
covered, because under these conditions the reflection is more specular (ge- 

Table 2.5   Characteristics of Common Laser Rangefinders 

Raman-Shifted 
Characteristic Ruby Nd:YAG C02 Nd:YAG EnGlass 

Wavelength (u.m) 0.6943 1.064 10.59 1.543 1.54 

Laser Type Solid-state 
(Crystal) 

Solid-state 
(Crystal) 

Gas Solid-state 
W/Conversion 

Solid-state 

Excitation Flashlamp Flashlamp or 
Laser Diode 

Electric 
Discharge 

Flashlamp or 
Laser Diode 

Flashlamp or 
Laser Diode 

Pulse Energy (J) 0.01-50 0.01-10 0.01-100 0.005-0.3 0.01-0.1 

Pulsewidth (ns) 2-50 8-20 20-100 6-15 20-30 

Pulse Repetition 
Frequency (Hz): 

Uncooled <0.1 < 1 <1 <1 <0.3 

Cooled <10 > 100 >100 >100 <10 

Typical Eyesafety 
Classification 

Class IV 
Non-eyesafe 

Class 11 lb to 
Class IV 
Non-eyesafe 

Essentially 
Class Ilia 
Eyesafe 

Class I to 
Class Ilia 
Eyesafe 

Class I to Class 
Ilia Eyesafe 

Detector Type Si APD Si APD Cooled PV 
HgCdTe 

InGaAs APD or 
PIN 

InGaAs APD or 
PIN 

NEP (nW) ~ 1 ~2 ~ 1 2-15 2-15 
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ometry dependent). The CO2 wavelength may be severely attenuated by falling 
snow conditions, which do not significantly degrade the target detection and 
fire control capability of the direct-view and TV sights or significantly reduce 
the range performance of the shorter wavelength LRFs (Ref. 27). 

Functional Raman-shifted Nd:YAG laser rangefinders were developed for 
military applications beginning in the late 1970s to provide an inexpensive 
(relative to CO2) eyesafe laser ranging capability for infantry, artillery ob- 
servers, air defense, and tank fire control.4 Stimulated Raman scattering (SRS) 
in methane gas shifts the 1.06-fJim Nd:YAG wavelength to 1.54 jim, which is 
absorbed and dissipated in the aqueous portion of the eye before reaching the 
retina. 

The erbium-doped glass (Er:glass) laser is also used in laser rangefinders 
to provide the 1.54-|xm eyesafe output. Rather than shifting a 1.06-jjim laser 
with SRS, this laser uses a flashlamp-pumped Er:glass rod that lases directly 
at 1.54 (Jim (Ref. 28). The pulse repetition frequency capability and flashlamp 
lifetime of the Er:glass laser are limited, thus making it unsuitable for high 
PRF air defense applications.2 
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3.1    INTRODUCTION 

Although the IEEE standard defines the millimeter-wave (MMW) band as 40 
to 300 GHz, we consider the millimeter-wave band as the frequency spectrum 
between 30 and 300 GHz, in accordance with most observers. Thus, the 
millimeter-wave region is above the microwave region and below the 
submillimeter-wave region. In U.S. usage,1 millimeter-wave bands include Ka 

band, 33 to 36 GHz; Q band, 36 to 46 GHz; V band, 46 to 56 GHz; and W band 
56 to 100 GHz. 

The development of better and less costly components has led to increased 
interest in millimeter-wave radar in recent years.1-7 Millimeter-wave radars 
have advantages and disadvantages when compared with microwave radars 
or with sensors operating in the infrared and visible portions of the frequency 
spectrum. For a fixed antenna size, a millimeter-wave antenna has a much 
narrower beamwidth than a microwave antenna, because the beamwidth is 
proportional to the wavelength for a fixed aperture size. Millimeter-wave radar 
thus has better angular resolution and higher antenna gain, and the narrower 
antenna beam makes jamming more difficult. Range resolution is inversely 
proportional to the transmitted bandwidth, and the wider bandwidths available 
at millimeter wavelengths can thus provide fine range resolution. 

Components available at millimeter wavelengths are smaller in size and 
weight than microwave components, and millimeter-wave systems are smaller 
and lighter. Disadvantages of millimeter-wave operation include transmitter 
power that decreases with frequency, and component losses and noise figure 
that increase with frequency; millimeter-wave receivers are less sensitive than 
microwave receivers. Fewer components are available at millimeter wave- 
lengths, and existing components are more expensive. Most millimeter-wave 
radar systems developed in the past have operated between 35 and 100 GHz, 
partly because of component availability and cost. 

Propagation effects are quite important for millimeter-wave systems. Clear- 
air attenuation and attenuation and backscatter from rain, clouds, fog, or snow 
are much higher than at microwave frequencies. There are atmospheric at- 
tenuation minima near 35, 94, 140, and 200 GHz, and most millimeter-wave 
radars operate near one of those frequencies. Millimeter-wave radar can, how- 
ever, operate in the high-attenuation band near 60 GHz when there is a desire 
for covert operation. Although millimeter-wave radar performance in adverse 
weather is much worse than that in the microwave region, millimeter-wave 
radar has much better performance than a sensor operating at infrared or 
visible wavelengths: millimeter-wave radar can operate with limited perfor- 
mance through rain, fog, smoke, or dust when operation at infrared or visible 
wavelengths is impossible. 

Millimeter-wave radar applications include situations where the narrower 
antenna beamwidth, increased antenna gain, and smaller physical size of the 
radar are advantageous and where increased propagation losses compared with 
microwave frequencies are tolerable. Millimeter-wave radars operate at shorter 
ranges than those in the microwave region. Military applications include mis- 
sile seekers, terminal guidance, airborne ground mappers, ground-to-ground 
surveillance, terrain clearance, and target tracking at low grazing angles where 
the narrow antenna beam minimizes multipath and clutter. Other applications 
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include operation in space, where propagation losses are not a problem, and 
automotive warning and braking systems. 

3.2    RADAR FUNDAMENTALS 

3.2.1    Basics and Key Parameters 

RADAR is an acronym for radio detection and ranging. Radar is a device that 
radiates electromagnetic energy and detects the energy scattered from objects 
in the path of the radiation.8-9 The basic principle of operation is the same 
whether radar operates in a microwave, millimeter-wave, or optical frequency 
band, although the components may be quite different. The time delay A* 
between the transmission and reception of the scattered energy determines 
the target range R: 

R = 
cAt (3.1) 

Here c is the velocity of propagation in the medium, 2.9979 x 108 m/s in free 
space, and the factor of 2 accounts for the round-trip path. The round-trip time 
delay for a nautical mile is 12.36 |xs. Because the radar antenna normally has 
directivity, radar can determine the target location in azimuth and elevation 
from the antenna orientation of the peak response. Radars can also find the 
radial velocity of moving targets by measuring the difference in range between 
pulses, or, if the radar is coherent, by the Doppler frequency shift between the 
transmitted and received signals. 

With monostatic radar, the transmitter and receiver are at the same loca- 
tion; bistatic radar has its transmitter and receiver at separate locations. 
Nearly all millimeter-wave radars are monostatic. A number of different mono- 
static radar configurations are possible; Fig. 3.1 shows a simple monostatic 

Transmitter 

< 1 

Local Oscillator Mixer 

1 > 

Display Video 
Amplifier Detector IF 

Amp lifier 

Fig. 3.1   Simple monostatic radar with superheterodyne receiver. 
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radar with a superheterodyne receiver. The advantage of the superheterodyne 
receiver is that it is easier to process signals at the intermediate frequency 
(IF) than at much higher transmitted frequencies. The transmitter generates 
a pulsed signal at a carrier frequency, and this signal passes through the 
duplexer, a device that separates the transmitted and received signals before 
the antenna. The signal travels to the target, and the target backscatters a 
portion of the incident energy to the radar antenna. The echo travels through 
the duplexer to a mixer whose other input is the local oscillator signal. The 
mixer is a nonlinear device that generates a number of signal components; 
the IF amplifier following the mixer amplifies the signal components at the 
difference frequency between the local oscillator and the signal. The detector 
following the IF amplifier recovers the amplitude information of the return, 
and the amplitude-detected signal passes through the video amplifier to the 
display for viewing by an observer. 

Most millimeter-wave radars operate with pulsed waveforms, and the im- 
portant transmitter parameters are the peak power Pt (averaged over the rf 
cycle), the average power Pav, and the duty cycle Du. The duty cycle is the 
product of the transmitted pulse width T and the pulse repetition frequency 
(PRF)/* 

DU  =  Tfr (3.2) 

and 

Pav = DuPi . (3.3) 

Figures 3.2 and 3.3 plot these relationships. The energy in a single pulse is 

Ex = -rPt . (3.4) 
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Fig. 3.2   Duty cycle versus PRF. 
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Fig. 3.3   Average power versus peak power. 

The pulse length of millimeter-wave radar is typically of the order of micro- 
seconds; transmitter source restrictions may limit the maximum possible pulse 
length. 

The range resolution pr(-3-dB width) depends on the transmitted 
bandwidth AS: 

Pr 2AB 
(3.5) 

For a short pulse, 

T = 1/AB (3.6) 

and 

pr = CT/2 (3.7) 

When the peak power of the transmitter limits the operating range, pulse 
compression techniques provide a means of increasing the average transmitted 
power, while providing range resolution better than that corresponding to the 
transmitted pulse length. A common pulse compression technique is the use 
of a linear FM or chirp waveform in which the frequency of the transmitted 
signal varies linearly with time during the pulse to increase the bandwidth. 
The improvement in range resolution after range compression in the receiver 
equals the time-bandwidth product TAB. Another pulse compression technique10 

often used in millimeter-wave radars is a frequency-stepped waveform of N 
pulses that are separated by equal frequency increments A/- to provide an 
effective bandwidth of (N - DA/". Phase-coded pulse compression waveforms 
and other techniques are also available.11 Figure 3.4 shows a plot of range 
resolution versus bandwidth. 
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Fig. 3.4   Range resolution versus bandwidth. 

The cross-range (angular) resolution pa depends on the range R to the target 
and the antenna -3-dB beamwidth A0: 

pa = ÄA9 . (3.8) 

From antenna theory, the beamwidth is proportional to the wavelength and 
inversely proportional to the antenna diameter D, so that 

Pa 
kXR 

D 
(3.9) 

Here k is a constant near unity. Thus, good cross-range resolution requires a 
large antenna aperture and a short range; the cross-range resolution is in- 
versely proportional to the frequency. Figure 3.5 plots cross-range resolution 
versus range as a function of the antenna diameter at 94 GHz. 

The Doppler frequency shift fd resulting from target motion depends on the 
radial velocity vr of the target and the wavelength \: 

fd = 
2vr (3.10) 

Figure 3.6 shows the Doppler frequency shift as a function of the radial velocity 
at 35, 94, and 140 GHz. A pulsed radar samples fd at the PRF fr, and from the 
Nyquist sampling theorem, radar can measure fd unambiguously when fd < 
fr/2. At higher Doppler frequencies, the Doppler spectrum is folded about frl2. 
Whenever fd is an integer multiple of fr, the sampled Doppler spectrum appears 
at zero frequency, and it cannot be distinguished from stationary clutter cen- 
tered at zero frequency. These target velocities Vb are called blind speeds: 

Vb 
nXfr 

(3.11) 

Figure 3.7 shows the first five blind speeds as a function of the PRF at 94 GHz. 
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Fig. 3.5   Cross-range resolution versus range at 94 GHz. 
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3.2.2    Radar Range Prediction 

3.2.2.1 SNR Computation. Return signals received by radar are always 
embedded in a background of thermal noise and, possibly, undesired clutter 
from unwanted targets in the antenna beam. An optimum radar design pro- 
vides the highest possible ratio of peak signal to average noise power or peak 
signal to average clutter power at the receiver output. It can be shown that a 
receiver that acts as a matched filter optimizes the signal-to-noise ratio (SNR) 
for a single pulse embedded in thermal noise.8-15 A matched filter has an 
impulse response that equals the input signal waveform with the time axis 
reversed. In the frequency domain, the voltage transfer function of the matched 
filter is the complex conjugate of the signal amplitude spectrum. 

The maximum SNR at the output of a matched filter is 

SNRmax = ^ , (3.12) 

where E is the received signal energy and iVo is the noise spectral density in 
the receiver, which is assumed to be flat, 

No = kTs . (3.13) 

Here k is Boltzmann's constant (1.38 x 10 ~23 J/K) and Ts is the system noise 
temperature. Practical radars are always less efficient than a matched filter; 
consequently, for practical radars, 

SNR = T^- , (3.14) 
JNOLM 

where the loss factor LM > 1. The matched filter concept is appropriate because 
many practical radars approach matched filter performance with loss factors 
of only 1 or 2 dB. In these equations, the signal power is the power averaged 
over the rf cycle. 

The free-space radar transmission equation provides the energy received by 
the radar; for monostatic radar,8,9 

= PavtQGtGr\
2a (3 15) 

(4n)3R4 

Here Pav is the average power, to is the observation time, Gt and Gr are the 
gains of the transmitting and receiving antennas in the target direction, a is 
the target radar cross section (RCS), X is the transmitted wavelength, and R 
is the slant range to the target. The RCS, which has dimensions of square 
meters, is a measure of the amount of the incident power backscattered from 
the target to the radar; the backscattered power is proportional to the RCS. 
Section 3.3.1 defines and discusses RCS. 

To account for cases where free-space conditions do not exist and for the 
effects of the antenna pattern, we must add a pattern propagation factor F to 
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the right side of Eq. (3.15). If the same antenna is used for both transmission 
and reception, and there are losses, Eq. (3.15) becomes 

(4<ir)3fi4L 

The propagation factor F is the ratio of the electric field intensity actually 
present at the target to the electric field intensity that would exist under free- 
space conditions at the antenna maximum gain condition. Now G is the max- 
imum antenna gain, not the gain in the target direction, and F is raised to 
the fourth power because the antenna gain in the target direction is the product 
of the peak gain and the square of the antenna factor that accounts for the 
relative gain at direction angles 9 and <J>. The loss term L accounts for energy 
dissipated as heat and for other factors that lower the effective SNR. 

Dividing Eq. (3.16) by Eq. (3.13) provides the SNR, 

| = SNR = P^oG2\2o-F4 

Following Refs. 8 and 13, we select a detectability factor D to meet system 
requirements: D is the required SNR at the input of the envelope detector that 
provides the required probability of detection for a given false alarm rate. SNR 
differs from D in that SNR is the SNR computed with the radar equation, whereas 
D is the required value of SNR for a given probability of detection. Inserting D 
for SNR and solving Eq. (3.17) for R yields the maximum range Rmax' 

RT 

2x2^4 PavfoG X O-F 
{AvfLkTsD 

1/4 

(3.18) 

At Rmax, the radar has a specified probability of detecting a particular target. 
Section 3.2.5 discusses D. 

An alternative form of the radar equation relating SNR to the peak trans- 
mitter power Pt and the system noise bandwidth Bn is 

PtG\2aFA 

(4vfR4LkTsBn 
SNR =  £4-^  . (3.19) 

The receiver half-power bandwidth is usually a good approximation toBn. 

3.2.2.2 System Noise Temperature. SNR computations require a knowl- 
edge of the system noise temperature Ts. Following Blake,13'1 Ts is the sum 
of three contributions: 

Ts   =   Ta   +  Tr  + LrTe [K]   , (3.20) 

where Ta is the antenna noise temperature, Tr is the noise temperature of the 
transmission line between the antenna and the receiver input, Lr is the loss 
in the transmission line, and Te is the noise temperature of the receiver. Many 
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Fig. 3.8   Noise temperature of an antenna aimed at the sky. The antenna is lossless with 
no sidelobes directed at the earth.14 

millimeter-wave radars have receiver noise temperatures that are so high that 
the antenna and transmission line noise temperatures can be ignored. 

The antenna temperature is the temperature of natural radiating sources 
in the beam. If the antenna points at the ground, Ta is assumed equal to a 
reference temperature of 290 K. When the antenna is pointing at the sky, its 
temperature may be considerably less than 290 K. Typically, 88% of the total 
power received is from the sky and the rest from the ground through the 
antenna sidelobes, and8'13 

Ta = °-887° - 254 + 290 
La 

(3.21) 

where T'a is the apparent sky temperature and La is the ohmic loss of the 
antenna. Blake computed the noise temperature of a lossless antenna aimed 
at the sky, and T'a can be obtained from Fig. 3.8 for an elevation angle 6. Figure 
3.8 assumes an antenna pattern with no sidelobes viewing the ground. The 
solid curves in Fig. 3.8 are for the geometric mean galactic temperature, and 
the dashed curves are for the maximum and minimum galactic noise. The 
noise temperature Tr of the transmission line is 

Tr  =  TtriU  -   1) (3.22) 

where Ttr is the physical temperature of the transmission line (often assumed 
to be 290 K) and Lr is the loss in the transmission line. 

The receiver noise temperature Te is 

Te = To(Fn - 1) (3.23) 

Here To is 290 K, the reference temperature, and Fn is the receiver noise 
figure. The noise power at the output of a receiver equals the product of 
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Fn (Fn > 1) and the thermal noise power from an ideal receiver, which adds 
no noise beyond that which can be accounted for by thermal noise alone. 

3.2.2.3 System Losses. The loss term L in the radar equation is a key factor 
for predicting radar performance; loss terms differ with the type of radar. Some 
losses can be calculated, whereas others involving operator performance and 
field degradation are more difficult to quantify. The total loss is the product 
of the individual losses or the sum of the decibel values when the losses are 
given in decibels. References 8, 9, and 13 have more detail on losses. 

Propagation Loss. The two-way attenuation through the atmosphere is usu- 
ally significant at millimeter wavelengths; Sec. 3.3.2 discusses atmospheric 
losses. Because the range prediction involves atmospheric attenuation, which 
is range dependent, an iterative procedure is necessary to determine the range 
when atmospheric loss is significant. 

Antenna Loss. The ohmic antenna loss La is needed for the computation of 
the system noise temperature, but this loss may not be specified for the an- 
tenna, and it is often hard to obtain. 

Matched Filter Loss. This loss accounts for a decrease in the efficiency of 
actual radar compared with a perfect matched filter; in some cases this loss is 
only 1 or 2 dB. 

Plumbing Loss. The transmitter power is normally measured at the trans- 
mitter output terminal, and the plumbing loss between the transmitter and 
the input to the antenna accounts for the reduction in the power actually 
radiated. Plumbing losses between the receiver and the antenna are usually 
included in the computation of the system noise temperature. 

Beamshape Loss. With search radar, the power received from an antenna 
scanning past a target varies because the antenna gain changes during the 
scan. Blake estimates this loss to be about 1.6 dB for a one-dimensional scan 
and about 3.2 dB for a two-dimensional scan.13 

Integration Loss. This loss represents the decrease in efficiency for radar that 
integrates pulses noncoherently rather than coherently; Sec. 3.2.5 discusses 
integration losses. 

Collapsing Loss. The collapsing loss is the loss resulting from combining extra 
noise samples with the desired signal plus noise samples. If, for example, the 
display resolution is less than the range resolution, more than one range cell 
will be collapsed into a single display resolution cell. 

Fluctuation Loss. The fluctuation loss accounts for the additional SNR re- 
quired to detect a target whose RCS varies; Sec. 3.2.5 discusses this loss. 

Processing Loss. Losses that occur during processing may require a compen- 
sating increase in the SNR. Imaging radar may compress digital output data 
in both range and azimuth by taking fast Fourier transforms. When aperture 
weighting is added to reduce sidelobes, there is a reduction in the peak target 
response. Losses also occur when signals straddle range gates or Doppler filters. 

CFAR Loss. When clutter is the dominant background interference, the clut- 
ter level must be estimated with special techniques to set the detection thresh- 
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old to maintain a constant false alarm rate. The constant false alarm rate 
(CFAR) loss accounts for the decrease in performance associated with the mea- 
surement of the clutter level and the establishment of the detection threshold. 

3.2.3    Sample Range Computation 

For a sample range computation, we assume scanning radar that must detect 
a 1-m2 target in receiver noise. Table 3.1(A) lists radar and target parameters 
for the sample computation; the radar is assumed to use pulse compression so 
that the range resolution will be much narrower than that corresponding to 
a 10-fAS pulse width. The first step in the computation is finding the system 
noise temperature Ts. The 8.6-mm radar wavelength corresponds to a fre- 
quency of 35 GHz, and the apparent sky temperature T'a is 70 K from Fig. 3.8 
when a 10-deg elevation angle is assumed. 

From Eq. (3.21), the antenna noise temperature is 

0.88 x 70 - 254 = 

1.12 

From Eq. (3.22), the noise temperature of the transmission line to the receiver is 

Tr = 290(1.258 - 1) = 75 K . 

From Eq. (3.23), the receiver noise temperature is 

Te = 290(1.995 - 1) = 289 K . 

From Eq. (3.20), the system noise temperature is 

Ts = 118 + 75 + 1.258 x 289 = 557 K . 

The losses are 

u 0.9 dB 
L'm 2.0 dB 
Ls 1.6 dB 
A<mis 2.0 db 
total loss L 6.5 dB 

The calculation in Table 3.1(B), using Eq. (3.18), provides the maximum 
range; Table 3.1(B) uses the logarithmic-decibel radar equation form, which 
is frequently used for range and SNR computations because many radar pa- 
rameters are expressed in decibels. The initial i?max calculation in Table 3.1(B) 
assumes no atmospheric loss, because the atmospheric loss, which depends on 
the range, is not yet known. The final value of Rmax is found by iteration. The 
first iteration for the atmospheric loss assumes that the range equals the value 
computed with no atmospheric attenuation, 26.3 km from Table 3.1(B). With 
a one-way loss of 0.12 dB/km, the round-trip atmospheric loss Lat is 

Lat= 0.12 x 2 x 26.3 = 6.3 dB . 
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Table 3.1 Range Computation Example 

(A) Radar and Target Parameters 

Peak power P, 5000 W 

Pulse width T 10 M-S 

PRF fr 750 Hz 

Wavelength \ 8.6 mm 

Antenna gain G 40 dB 

Propagation factor F 1 

Elevation angle e lOdeg 

Antenna ohmic loss La 0.5 dB 

Transmission line loss Lr 1.0 dB 

Atmospheric attenuation IT 0.12 dB/km 

Noise figure Fn 3.0 dB 

Transmitter loss u 0.9 dB 

Mismatch loss Ltm 2.0 dB 

Scanning pattern loss Ls 1.6 dB 

Miscellaneous losses ■i>mis 2.0 dB 

Number of pulses integrated n 31 

Target RCS u Im2 

Probability of detection Pd 0.9 

Probability of false alarm Pfa 10"8 

Target model Swerling case 1 

Detectability factor DI(31) 10.5 dB (from Sec. 3.2.5) 

(B) Äjnax Calculation 

-ftmax  — 
" P^toGWF* ' 
.(4TT)

3
MTSDI(31). 

1/4 

+ dB                          -dB 

Pav          10 log(5000)                                   37. 

T = to      10 log(10~5)                                                                    50. 

G2           2 x 40 dB                                      80. 

\2            201og(8.6 x 10"3)                                                         41.3 

o-             10 log(l)                                           0. 

F             10 log(l)                                           0. 

(4TT)
3
        30 log(4-7r)                                                                            33.0 

L              6.5 dB                                                                                    6.5 

k              10 log(1.38 x 1(T23)                    228.6 

Ts            10 log(557)                                                                          27.5 

Di(31)      10.5 dB 10.5 

r6.8 dB T otal = 345.6 dB         -         168.8 dB = V 

fimax = 176.8 / 4 = 44.2 dB,   Ämax = 104 42 = 26,303 m 
(no atmospheric loss included) 
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The 176.8-dB value computed in Table 3.1(B) for Rmax in decibels must be 
reduced an additional 6.3 dB to account for the atmospheric loss. Thus, 

ßmax = (176.8 - 6.3)/4 = 42.63 dB   or 18,323 m . 

The second iteration assumes a range of 18.3 km, and 

Lat    = 0.12 x 2 x 18.3 = 4.4 dB , 

Ämax = (176.8 - 4.4)/4 = 43.1 dB   or   20,417 m . 

If the loss at 20.4 km, 4.9 dB, is used to compute Rmax in a third iteration, 
-Rmax equals 19.8 km. No further iterations are necessary because the loss at 
19.8 km, 4.8 dB, is very close to the loss assumed. Reference 13 discusses 
graphic solutions for determining JF?max for situations for which the iterative 
procedure does not converge. 

3.2.4    Signal-to-Clutter Computations 

Many situations require the detection of targets in a background of distributed 
clutter. Detection predictions in clutter are less accurate than predictions in 
noise, because clutter reflectivity is more difficult to model than thermal noise. 
Distributed clutter may be in a volume or on a surface. The signal-to-clutter 
ratio (SCR) is the ratio of the target radar cross section (RCS) CT to the clutter 
RCS ac in a resolution cell: 

SCR = -c . (3.24) 
a 

Section 3.3.1 discusses RCS. 

3.2.4.1 Volume Clutter. Volume clutter results from the presence of rain, 
snow, hail, fog, or chaff in a volume. The total clutter RCS of the volume is 
the product of the reflectivity per unit volume r\ and the volume V: 

o-e = -nV . (3.25) 

The units of -r\ are square meters per cubic meter. The volume V is 

V = ^eaeei?
2

Pr , (3.26) 

as shown in Fig. 3.9, where R is the range and pr is the range resolution. The 
azimuth and elevation beamwidths, 0a and 6e, to use in Eq. (3.26) are approx- 
imately 75% of the -3-dB one-way beamwidths.13 Section 3.3.3 discusses the 
volume backscatter coefficient T). 

3.2.4.2 Surface Clutter. The parameter CTO (sometimes written a0) is the 
average reflectivity of distributed clutter on a surface. The clutter RCS ac for 
a surface is the product of ao and the illuminated area A: 
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Radar 

Fig. 3.9   Volume clutter cell size. 

CTC = a0A . (3.27) 

When the antenna beamwidth determines the range resolution, the antenna 
spot is elliptic with an area 

A = ^(8aÄ)(eeÄcsci|i) , (3.28) 

where 0a and 0e are the azimuth and elevation beamwidths, R is the range, 
and i|i is the grazing angle. The values of 6a and 6C to use are approximately 
75% of the one-way -3-dB beamwidth.13 

If the range resolution from the antenna beamwidth is greater than the 
range resolution pr resulting from the radar bandwidth, i.e., 

QeR csci); > pr seci|» , (3.29) 

then, 

A = QaRpr seci|< . (3.30) 

In the case of short-pulse radar, 

Pr   =  f   , (3.31) 

where c is the velocity of light and T is the pulse width. Figure 3.10 shows the 
areas for the two cases. 

For synthetic aperture radar (see Sec. 3.2.7), 

A = prpa seci|) , 3.32) 

where pr and pa are the - 3-dB-range and azimuth (cross-range) resolutions. 
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Fig. 3.10   Surface clutter area illuminated: (a) area limited by beamwidth and (b) area 
limited by range resolution. 

When the clutter power is much higher than the noise power, the signal- 
to-clutter ratio (SCR) determines the probability of detection. When both clut- 
ter and noise are present, the total background power determines the proba- 
bility of detection, and the SNR and SCR can be combined to find the signal- 
to-interference ratio (SIR) 

SIR =  . (3.33) 
1/(SNR) + 1/(SCR) 

The quantity SIR is useful whenever the clutter amplitude has a Rayleigh 
distribution like receiver noise so that the total interference power also has a 
Rayleigh distribution. In this case, standard probability of detection curves 
are applicable. At millimeter wavelengths, however, rain clutter has a log- 
normal distribution, and surface clutter often has a distribution with higher 
tails than a Rayleigh distribution; consequently, probability of detection com- 
putations based on Rayleigh statistics are optimistic. For a clutter distribution 
with higher tails, the detection threshold must be raised to maintain a constant 
false alarm rate, and the probability of detection is therefore lower. Section 
3.3.3 discusses clutter statistics in more detail. 

3.2.5    Target Detection 

3.2.5.1 Single-Pulse Detection. To determine the radar operating range, 
the radar designer must select the value of the SNR that provides the desired 
performance. Figure 3.1 is a block diagram of a typical pulsed radar for de- 
tecting pulsed signals in a background of Gaussian noise whose spectral density 
is constant over the receiver passband. Assuming that the bandwidth of the 
IF amplifier is small compared with the center frequency, the IF noise is 
composed of in-phase (I) and quadrature (Q) components, each of which is 
statistically independent and has a Gaussian probability distribution. It can 
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Threshold 

Signal plus Noise 

Fig. 3.11   Probability density functions of noise and signal plus noise. 

be shown that the envelope of the IF amplifier noise amplitude A has a Rayleigh 
probability distribution function8'9'13,15: 

fn(A) = — exp 
2Pn 

A > 0 (3.34) 

where Pn is the mean noise power. When a sinusoidal signal of amplitude a 
is present, the envelope of the signal plus noise has a Rician distribution, 

fsn(A) = — exp 
(A^A 

2Pn <K (3.35) 

Here Io is the zero-order modified Bessel function. 
Figure 3.11 is a plot of these two functions, which are present at the input 

of the envelope detector. To determine if a signal is present, a threshold Th is 
established, and a threshold detector senses whenever the voltage exceeds the 
threshold level. A false alarm occurs whenever the noise alone exceeds the 
threshold, and the probability of false alarm Pfa is 

Pfa -i Th Pn \2Pn 
exp 

-Th- 
2P„ 

(3.36) 

A detection occurs whenever the signal plus noise exceeds the threshold; the 
probability of detection Pd is 

Pd 
r A_ 
hhPn 

exp 
(A2 + a2) 

2Pn <£)"■ (3.37) 

Thus, the threshold setting affects both the probability of detection and the 
probability of false alarm: raising the threshold decreases both the probability 
of detection and the probability of false alarm. The probability of detection 
depends only on the SNR for a fixed threshold. 
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Fig. 3.12   Detectability factor for nonfluctuating target of unknown phase. 

Marcum and others have calculated the probability of detection versus the 
SNR for single-pulse detection with the probability of false alarm as a param- 
eter using the incomplete Toronto function.16 Figure 3.12 plots the probability 
of detection for a nonfluctuating target of unknown phase for false alarm 
probabilities between 10-4 and 10"14; the horizontal scale isDnd) or Gi(n)Do(n). 
The detectability factor Dn(l) is the required single-pulse SNR at the input of 
the envelope detector for a given probability of detection for the false alarm 
probabilities shown on the curves. The quantity Gi(n) is the gain when n pulses 
are integrated noncoherently, and Do(n) is the required SNR when n pulses 
from a nonfluctuating target are integrated noncoherently. Note that a rela- 
tively small difference in -Dn(l) results in a large change in the probability of 
detection. Although Marcum used a square-law detector for his calculations, 
the detectability factor for a linear detector is almost the same.15 

If noise is present continuously, independent noise samples occur at a rate 
equal to the noise bandwidth Bn, resulting in a false alarm rate of BnPfa. The 
average time between noise threshold crossings is the false alarm time Tfa, 
which equals the reciprocal of the false alarm rate: 

Tfa = 
BnPfa   ' 

Some authors prefer the false alarm number rif, where 

Uf =  1/Pfa  . 

(3.38) 

(3.39) 

There will be an average of rif decisions between false alarms. Marcum and 
others have defined the false alarm number n'f differently15: 
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n'f = ^  . (3.40) 
Pia 

Example. Suppose that the required probability of detection is 0.90 for a false 
alarm probability of 10~8; from Fig. 3.12, D0(D = 14.2 dB. If Bn = 2 MHz 
and Tfa = 50 s, the false alarm rate = 0.02 s~\ and nf = 108. 

3.2.5.2 Pulse Integration. Most radars integrate a number of pulses to in- 
crease the probability of detection over that which can be obtained from single- 
pulse detection. With scanning radar, for example, the number of pulses re- 
ceived when the beam scans past the target is9 

n = P& , (3.41) 

where 6s is the antenna - 3-dB beamwidth in degrees, fr is the PRF in hertz, 
and u>m is the number of revolutions the antenna makes per minute. 

Two types of integration are possible: coherent and noncoherent. With co- 
herent integration, the phase relationship between pulses is preserved, and 
the pulse amplitudes add in phase, providing an output power proportional to 
the square of the number of pulses. The noise, however, has a random phase 
from pulse to pulse, and the integrated noise power is proportional to the 
number of pulses. The detectability is proportional to the number n of the 
pulses coherently integrated and 

Dein) = DdD/n . (3.42) 

Here Dcin) is the detectability factor with n pulses coherently integrated, and 
Dcil) is the single-pulse coherent detectability factor. These factors are the 
required SNRs at the detector input. With coherent integration, the probability 
of detection can be found from Fig. 3.13 by using DC(D or nDcin) as the input; 
Fig. 3.13 shows detection plots for a nonfluctuating target for an ideal radar 
system where the phase of the return is known.8'15 Because coherent integra- 
tion requires that phase information be preserved from pulse to pulse, it must 
be done at the intermediate frequency before envelope detection, or synchron- 
ous detectors must be used to provide in-phase and quadrature video signals 
to preserve phase information. 

A coherent detector responds only to the in-phase noise component, not to 
the quadrature noise component. With an envelope detector, both in-phase and 
quadrature noise compete with the signal at low SNRs, but at high SNRs, the 
quadrature noise component has little effect. Thus, there are additional losses 
with envelope detection compared with coherent detection. It is, however, much 
easier to construct instrumentation to perform noncoherent integration after 
envelope detection. 

Barton has derived an empirical equation for the loss Cxil) with envelope 
detection compared with coherent detection17: 

_ n.      Dod) _ Jo(l) + 2.3 _ SNR + 2.3 
CA1) ~DÄT)=      Doil)       ~       SNR       • (3-43) 
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Fig. 3.13   Detectability factor for coherent detection and a nonfluctuating target. 

Probability of detection computations made with this empirical formula are 
within 0.2 dB of those made with more accurate formulas for nonfluctuating 
targets; consequently, Barton's empirical approach is adequate for most en- 
gineering purposes. When there is integration after envelope detection, the 
required SNR per pulse decreases, but there is an increase in the detector loss, 
and the full benefit of the increased total energy ratio is not obtained. The 
additional loss occurring during detection is called the integration loss Li(n), 
which represents the decrease in efficiency of noncoherent integration com- 
pared with coherent integration: 

T . .      nDo(n) 
Li(n) = —ö  

Z>u(l)       G\n) 
(3.44) 

Figure 3.14 plots Li(n) versus the number of pulses integrated with flod) as 
a parameter. Figures 3.12 and 3.14 provide sufficient information to permit 
the radar designer to calculate the required single-pulse detectability factor 
when n pulses are integrated noncoherently. Barton's equations also provide 
the probability of detection when the SNR is known. The coherent detectability 
factor can be expressed as a function of SNR using Eqs. (3.42) and (3.43), 

Dc(l) 
7i(SNRr 

SNR + 2.3 
(3.45) 

The probability of detection can then be found from Fig. 3.13. For instance, if 
the single-pulse SNR = 3.16 (5 dB), and 20 pulses are integrated, 
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From Fig. 3.13, Pd = 0.93 for Pfa = 10" 12 

3.2.5.3 Targets with a Fluctuating RCS. The detection computations have 
thus far assumed a nonfluctuating RCS; however, most targets have an RCS 
that fluctuates. Man-made targets are complex structures with many compo- 
nent parts, and the RCS changes rapidly with aspect angle, particularly at 
millimeter wavelengths. It is therefore necessary to describe the target RCS 
with a probability density function and correlation properties with time and 
frequency. Table 3.2 lists target models often employed in target detection 
predictions.9-15-18-20 

Modeling is not a precise procedure because the model probability density 
functions seldom match the target probability density functions perfectly, or 
the target probability density function may be unknown. The four Swerling 
models are the most commonly used models for predicting radar performance, 
because the models provide approximate fits to experimental data, and exten- 
sive computational results are available.20 The probability density functions 
for the Swerling models, which are special cases of chi-squared distributions, 
are not based on any physical scattering mechanisms. 

Swerling Case 1. A Swerling case 1 target has an RCS with an exponential 
probability density function; this model is applicable to a target that has a 
number of scatterers with no single dominant scatterer. All the pulses inte- 
grated in a pulse group are correlated, but there is no correlation from pulse 
group to pulse group. A Swerling case 1 target RCS fluctuates slowly, and for 
a scanning radar, all pulses during a scan are correlated, but there is no 
correlation from scan to scan. 
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Table 3.2   Target RCS Models for Detection Prediction 

Model Probability Density Function 
Fluctuation 

Model Applicability 

Steady or 
Marcum model 

Constant — Sphere or object that 
does not rotate 

Swerling case 1 1        /      °\ — expl —— 1,   cr 3= 0 
<T          \       o- / 

Slow, constant 
during scan 

Several reflectors, no 
one dominant 

Swerling case 2 lexp(-f) 
Fast, independent 

pulse to pulse 
Several reflectors, no 

one dominant 

Swerling case 3 4o-       /     2oA Slow, constant 
during scan 

One large, several 
small 

Swerling case 4 4CT       /     2oA 

^eXPl"5J 
Fast, independent 

pulse to pulse 
One large, several 

small 

Log-normal 1             f     [ln(a/o-m]2] — Target with large 
mean-to-median 
ratio crsV2^eXPl          2s2      J 

s = standard dev. of ln(cr/am) 

crm = median RCS 

Swerling Case 2. The Swerling case 2 target has the same exponential prob- 
ability density function as the case 1 target, but there is no correlation from 
pulse to pulse. Thus, the Swerling case 2 target uses a fast fluctuation model, 
which is applicable, for example, to a radar with frequency diversity and no 
pulse-to-pulse correlation. 

Swerling Case 3. The probability density function for a Swerling case 3 target 
approximates the distribution for a target with one large scatterer and several 
smaller scatterers. The RCS fluctuates slowly, and all the pulses within a pulse 
group are correlated, but there is no correlation from scan to scan. 

Swerling Case 4. The probability density function for a case 4 target is the 
same as for case 3, but there is no pulse-to-pulse correlation. A case 4 target 
is applicable, for example, to a radar with frequency diversity and no pulse- 
to-pulse correlation. 

There are a number of other RCS prediction models.19 The Weinstock cases 
correspond to the RCS of cylinders and other simple shapes whose RCS can 
be approximated with a chi-squared distribution with degrees of freedom be- 
tween 0.6 and 4.0. The Rice distribution is exact for a target consisting of a 
steady reflector whose return is significant compared with the returns from 
an assembly of other reflectors. The probability density function for Swerling 
cases 3 and 4, however, has only small differences from the Rice distribution 
for the case where the power from a steady reflector equals the power from all 
the other reflectors. The log-normal distributions fit the RCS distributions of 
ships, missiles, and satellites; these distributions do not match any of the chi- 
squared models. Reference 21 provides log-normal detection statistics. 

References 15 and 20 include a large number of accurate probability of 
detection curves for the four Swerling models, but the concept of fluctuation 
loss provides a method of solving detection problems with sufficient accuracy 
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Fig. 3.15   Fluctuation loss versus probability of detection for Pfa = 10 

for most engineering purposes. The fluctuation loss Lf is the ratio of the de- 
tectability factor Df for a fluctuating target to the detectability factor Do for 
a steady target, which gives the same probability of detection for a given 
probability of false alarm: 

Lf Do 
(3.46) 

Figure 3.15 shows plots of the fluctuation loss for the Swerling models for 
Pfa = 10 ~8; the fluctuation loss is not very sensitive to the probability of false 
alarm, and the value for Pfa = 10 ~8 is accurate enough in most cases. For 
probabilities of detection less than 0.3, the fluctuation loss is negative, and 
the fluctuation loss is, therefore, actually a fluctuation gain. For probabilities 
of detection greater than 0.3, the detectability factor must increase to make 
up for target fading. With slow fluctuation, the effect of the noncoherent in- 
tegration is the same as for a steady target, and the fluctuation loss should be 
added to Do, not to the detectability factors for Swerling case 1 and case 3 
targets, D\ orDz. 

Reference 15 includes detection curves for rapidly fluctuating targets with 
noncoherent integration, but such curves are not necessary because there is 
a simple empirical relationship between the fluctuation loss and the number 
of independent samples ne during noncoherent integration, 17 

Lfine) = iLfil)] line (3.47) 

Thus, the fluctuation loss for a Swerling case 2 target when n pulses are 
integrated is the fluctuation loss for a case 1 target to the 1/n'th power. This 
equation is also useful for fluctuation rates between cases 1 and 2 or cases 3 
and 4. If n pulses are integrated, but there are only ne blocks of pulses that 
are uncorrelated, Eq. (3.47) provides the fluctuation loss. 
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At the shorter millimeter wavelengths, the integration time to is more likely 
to exceed the correlation time tc than at microwave frequencies. The number 
of independent samples ne is 

ne = 1 + ^ 1 + 5-V , (3-48) 
tc A&a.L'x 

where X is the wavelength, «a is the rotation rate of the target about the line 
of sight, and Lx is the width of the target normal to the line of sight. If the 
radar employs frequency diversity, 

V2A/L, (349) 

Tc c 

Here Af is the transmitted bandwidth, fc is the correlation frequency of the 
target, and Lr is the radial extent of the target. 

Example. Consider radar with a 1.5-deg - 3-dB beamwidth turning at 6 rpm 
with a 750-Hz PRF, a nonfluctuating target, and Pd = 0.90 and Pfa = 10 "8. 
What is D0(n), the required SNR at the input to the envelope detector for a 
nonfluctuating target? From Eq. (3.41), the number of pulses integrated is 

7i = 1.5 x 750/(6 x 6) = 31 pulses , 

from Fig. 3.12, A,(D =     14.2 dB 

from Fig. 3.14, Lj(31) =       3.2 dB 

from Eq. (3.44), nD0(31) =     17.4 dB 

-10 log(31) = -14.9 dB 

Do(31) =       2.5 dB . 

For a Swerling case 1 target, the fluctuation loss is about 8 dB (6.3) from Fig. 
3.15, and the detectability factor £>i(31) is 

Do(31) = 2.5 dB 

+L/-Ü) = 8.0 dB 

Z>i(31)    = 10.5 dB . 

For a case 2 target from Eq. (3.47), 

L/(ne)dB = LfiDäBlne = 8.0/31 = 0.26 dB . 

The detectability factor Z)2(31) for the case 2 target is thus 
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Do(l) = 2.50 dB 

L/-(31) = 0.26 dB 

D2(31) = 2.76 dB . 

If 31 pulses are integrated, but there are only three uncorrelated pulse blocks, 
ne = 3. The fluctuation loss from Eq. (3.47) becomes 

1/(3) = L/-(l)dB/3-= 8/3 = 2.7 dB . 

The detectability factor D for this target, which is between case 1 and case 2, is 

Dod) = 2.5 dB 

1/(3) = 2.7 dB 

D       = 5.2 dB . 

3.2.5.4 Detection Processing. A detection occurs when the output signal 
from either a coherent or envelope detector exceeds a threshold level. With 
automatic detection, electronic circuitry compares the output signal to the 
threshold level and triggers an alarm when the output signal exceeds the 
threshold. Although automatic detection has wide application, there are other 
detection methods. From the early days of radar, radar operators have detected 
targets on cathode ray tube displays. The persistence of the tube results in 
noncoherent pulse integration within the beamwidth of a scanning antenna. 
A useful approximation to the performance of an operator is the use of the 
automatic detection curves presented in the previous subsection with an op- 
erator integration time13 between 1 and 10 s. 

Binary integration is another form of detection sometimes used. With binary 
integration, a threshold detector and an accumulator follow the envelope de- 
tector, and the accumulator counts m threshold crossings and triggers an alarm 
when there are m crossings out of n pulses. The optimum setting for m is 
approximately 1.5 n/2, but the setting has a very broad optimum, and it is not 
critical. Performance with binary integration is within about 1.5 dB of ideal 
video integration.8'13 

Radar may require constant false alarm rate (CFAR) circuitry when the 
background noise power, jamming power, or clutter power varies in some 
unknown manner, and the radar must maintain a constant false alarm rate.8,13 

A CFAR processor samples reference cells in range, Doppler, or angle; obtains 
an estimate of the average background level; and sets the detection threshold 
so that the false alarm rate remains constant. In some cases when there is a 
clutter background with non-Rayleigh statistics, the CFAR circuitry also mea- 
sures higher order statistics of the probability density function to make a better 
estimate of the required detection threshold. Because there will be an error 
in the estimate of the background level, it is necessary to increase the detection 
threshold above the value that the background level would normally require, 
and the probability of detection decreases. The CFAR loss is the increase in 
the SNR required to restore the desired probability of detection. 
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3.2.6    Radar Measurement Accuracy 

There is often a requirement for the extraction of target information after 
radar has detected a signal in a noise background. Noise limits the accuracy 
with which radar can extract information on the fundamental radar param- 
eters normally of interest: range, Doppler frequency shift, and the angle of 
arrival. 

Various authors have demonstrated that the theoretical rms error 8M of a 
radar measurement M is

8'9>12>22>23 

^ =        *   „   , (3.50) 
M      (2E/N0)/2 

where k is a constant close to unity, E is the received signal energy, and No 
is the noise spectral density. As discussed earlier, E/No is the maximum output 
SNR for a matched filter. This formula is valid for E/No greater than about 4; 
below 4, there are additional noise terms to account for.8 When radar is less 
efficient than a matched filter, there is a matching loss Lm, where Lm > 1, and 

8M _    kVLm 

M  ~ (2E/N0)
1/2 ' 

(3.51) 

3.2.6.1 Range Measurement Accuracy. Radar measures range by deter- 
mining the time delay of the return pulse. The theoretical rms time delay 
error 8Tis 

ST =  —^r , (3.52) 
$(2E/N0)

/2 

and the rms range error bR is 

8Ä = ~ . (3.53) 

Here ß is the effective bandwidth of the transmitted signal, i.e., the normalized 
second moment of the transmitted signal spectrum about the mean. Table 3.3 
lists effective noise bandwidths for pulse shapes and for pulse spectra.8'9 

Equation (3.52) is valid for a single-pulse or a coherent-pulse train for a 
matched filter. When the radar is not a perfectly matched filter, the mismatch 
loss reduces the SNR and the measurement efficiency. For a train of n non- 
coherent pulses, 

8T = - cs , (3-54) 
ß*[2n(SNR)i]/2 

where (SNR)i is the single-pulse SNR achieved with the mismatch loss, and 
ß* is slightly less than ß. 
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Table 3.3   Effective Noise Bandwidths for Range Measurements 

(A) For Pulse Shapes (from Ref. 9) 

Pulse Shape Effective Bandwidth ß 

Rectangular of width T passed through filter of bandwidth B (2S/T)
1/S 

Trapezoidal of width 2Ti, rise and fall times T2 [3/(T| + 3TiT2)],/a 

Gaussian with half-power bandwidth B TTB/1.18 

(B) For Signal Spectra (from Ref. 8) 

Signal Spectra A(f) ß/ß 
Rectangular l,\f\< 0.5B 1.81 

Triangular 1 - \2f/B\ 0.99 

Parabolic 1 - (2/7B)2 1.19 

Cosine cosiirf/B) 1.14 

Cosine squared [cosbrf/B)]2 0.89 

Gaussian, B = 607 exp(-f2/2<j}) 0.74 

As an example, assume a Gaussian pulse with a half-power bandwidth of 
2 MHz so that ß = 5.3 x 106 [from Table 3.3(A)], n = 30, and (SNR)i = 3.16 
(5 dB). Then, 

8Ä = 1.5 x 108 x 
5.3 x 10b (2 x 30 x 3.16) 1/2 

= 2.1 m . 

3.2.6.2 Doppler Frequency Measurement Accuracy. The theoretical min- 
imum rms error in the measurement of Doppler frequency during a single 
pulse is 

hf = 
a(2E/N0) 

1/2 
(3.55) 

Here a is the rms time duration of the signal; i.e., (a/2ir)1/2 is the normalized 
second moment of the signal squared about the mean. As an example, if a = 
2 s and E/No - 10, the rms Doppler frequency measurement error is 

&/ = 
2(2 x 10)1/2 0.11 Hz . 

When measurements are made on a single pulse, the pulse is often rectangular, 
and it can be shown that for the rectangular pulse,8 

a =    —— T = 1. 
VV3/ 

81T = 
1.61 

(3.56) 

where T is the pulse width and B3 is the - 3-dB spectrum bandwidth. For a 
Gaussian-shaped pulse, 



a = 
1.18 
B3 
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(3.57) 

where Bz is the half-power width of the spectrum. 
When measurements are made with a noncoherent pulse train of n pulses, 

and there is a mismatch loss 

hf = 
a*[2rc(SNR)i]1/2 ' 

(3.58) 

where a* is slightly less than a because of the reduced measurement precision, 
and (SNR)i is the single-pulse SNR achieved. For measurements on a coherent 
pulse train, the effective signal duration for use in Eq. (3.55) is 

a = 1.81fo , 

where to is the length of the pulse train. 

(3.59) 

3.2.6.3    Angular Measurement Accuracy.    It can be shown that the mini- 
mum rms angular error 56 in the presence of noise is 

80 = 
K*%B 

(2E/N0)
1/2 

(3.60) 

where K* is a constant that depends on the aperture distribution and QB is 
the -3-dB antenna beamwidth. Table 3.4 lists values of K* for a number of 
aperture distributions. The rms angular error for a tracking scan radar is23 

89 

where 

kl$B 

MßT(SNR)(/-r/ßs)] 
1/2 

(3.61) 

ki      = a constant 
ks      = angular error detection slope 
SNR = SNR per pulse 
fr       = pulse repetition frequency 

Table 3.4   Angular Measurement Constants 

Aperture Distribution 
|x| < DI2 K* 

Uniform       A(x) = 1 

Parabolic      A(x) =  1  - 4x2/ 
D2 

Cosine          A(x) = COS(TTX/D) 

Triangular   A(x) = 1 - 2\x\/D 

0.628 

0.936 

0.734 

0.793 
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Fig. 3.16   Conical scan angular tracking. 
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Fig. 3.17   Single-channel amplitude comparison monopulse. 

ßs      = servo bandwidth 
B      = receiver bandwidth 
T        = pulse width. 

Conical scan radar is one type of angular tracking radar in common use. 
With conical scan radar, the antenna rotates about an axis, and the peak return 
from the target during the rotation determines the target angle; see Fig. 3.16. 
Conical scan radar has the advantage of simplicity, but target cross-section 
scintillations limit performance at short range. For conical scan radar, k\ = 
1.4 and ks = 1.5 for the optimum offset angle. 

Another common angular tracking radar is monopulse radar, which finds 
the angular location of the target by processing the sum (2) and difference (A) 
returns from two or more beams simultaneously. Figure 3.17 shows the an- 
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tenna beams for one channel of an amplitude comparison monopulse; tracking 
radar will normally have both azimuth and elevation channels. A typical value 
for km is 1.57. Monopulse radar is more complicated than conical scan radar, 
but the measurement efficiency and data rate are higher, and target scintil- 
lation does not affect the measurements. Antenna crossover losses with a 
conical scan result in an rms error 1.8 times higher than for monopulse, and 
the range performance of monopulse radar is a factor of 1.3 longer.23 For a 
monopulse radar, h = 1 in Eq. (3.61), and a typical value for ks is 1.57. 

As an example, consider monopulse radar with the parameters: 0B = 0.5 
deg, ks = 1.57, B = 1.2 MHz, T = 1.0 (JLS, SNR = 1, fr = 1000, and ß„ = 2.5 
Hz. The rms angular error is 

86 =  « ^4 Vo = 0-0145 deg . 
1.57(1.2 x 106 x 10"6 x 1 x 1000/2.5)/2 

3.2.7    Synthetic Aperture and Inverse Synthetic Aperture Radars 

3.2.7.1 ISAR Principles. Synthetic aperture radar (SAR) or inverse syn- 
thetic aperture radar (ISAR) provide cross-range resolution that is much finer 
than that obtainable with the azimuth beamwidth of the radar antenna.24-30 

SAR and ISAR differ in that with SAR, the radar motion provides the change 
in aspect angle required for fine resolution, whereas target motion causes the 
corresponding change in aspect angle for ISAR. Millimeter-wave instrumen- 
tation radars often have an ISAR mode to form range-Doppler images of a 
complex target; applications include imaging airborne targets, tumbling space 
objects, or ships at sea with roll, pitch, and yaw motions. SARs and ISARs are 
coherent because phase information must be preserved to generate the syn- 
thetic aperture. 

Consider the geometry sketched in Fig. 3.18, where a target scene is rotating 
at a constant angular velocity ii. Assuming that the rotating target is at long 
range, the lines of constant range and constant Doppler shift form an approx- 
imately rectangular grid covering the target. The range r to a point xo,yo in 
the rotating field is 

r = ra + xo sinilt + yo cosClt , (3.62) 

where ra is the range to the center of rotation. The Doppler frequency for 
x0,yo is 

fd = ? df = ? (dra +     ß cogm _     fl sinfl A (3 63) 
X. at      \\dt ) 

For a small value of t, 

f       2 dra      20xo (364) 

'        K dt \ 
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Fig. 3.18   Lines of constant Doppler and constant range for a rotating scene. 

Assume a stationary platform or that the first term on the right side of Eq. 
(3.64) is removed by the radar. The minimum resolvable Doppler frequency 
Afd is related to the minimum resolvable change in xo, Axo, by 

A/k = 
2ftA*o      2flpa (3.65) 

Here pa is the azimuth or cross-range resolution, which equals Axo- Because 
the minimum resolvable Doppler frequency is the inverse of the integration 
time T, 

Pa 20,T     2A0 
(3.66) 

where A6 is the integration angle. 
Let ro be the radius from the center of rotation to xo,yo- The range resolution 

must satisfy 

pr > r0A6 = ■£- . (3.67) 

Thus, the motion of the point xo,yo through range and Doppler cells limits the 
product of the range and azimuth resolution 

PrPa  > ~Y (3.68) 
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Fig. 3.19   Simplified schematic for an ISAR radar. 

To obtain fine range resolution, ISAR must transmit a pulse with a wide 
bandwidth such as a chirp or stepped frequency waveform. Figure 3.19 is a 
simplified schematic of ISAR using a chirp waveform; the received echo mixes 
with the transmitted signal to provide a difference frequency proportional to 
the product of the FM rate of the chirp signal and the target range. Figure 
3.20(a) is a sketch of the mixer output. Walker25 showed that recording the 
data in a polar format, as shown in Fig. 3.20(b), eliminates the problem of 
motion through range and Doppler cells and the resulting resolution restriction 
of Eq. (3.68). In the polar recording format, individual pulses are recorded as 
radial line segments on a recording medium, which rotates in synchronism 
with the target, and the recording radius is proportional to the transmitted 
frequency. With polar format recording, a point target forms a grating of 
parallel lines as indicated in Fig. 3.20(c), and taking a two-dimensional Fourier 
transform of all or a portion of the grating provides an image of the target 
scene. 

Figure 3.21 is an ISAR image of a jeep collected at a center frequency near 
35 GHz with a resolution of about 5 cm. The recording medium for this image 
was photographic film, and the image is the result of the noncoherent sum- 
mation of contributions from a 360-deg target rotation in an optical processor. 
Most ISAR processing is now digital. 

3.2.7.2 SAR Principles. SAR uses radar motion to generate the radar im- 
ages. The original SAR mode was the strip-map mode: in the strip-map mode, 
the SAR moves along a straight line, as shown in Fig. 3.22, while transmitting 
pulses and recording the amplitude and phase of the returns along the line.24 

If D is the horizontal aperture of the antenna, and X is the wavelength, the 
beamwidth ß of the physical antenna is approximately 

ß = D 
(3.69) 
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(c) point target grating. 

Fig. 3.21   A 35-GHz image of a jeep; vertical polarization, 4.5-deg elevation angle. (Cour- 
tesy of ERIM) 
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Fig. 3.22   Generation of a synthetic array. 

Thus, the effective length of the synthetic array Leff is 

R\ 
Leff = -Q (3.70) 

Because of the round-trip phase shift along the synthetic array, the effective 
beamwidth ßeff of the synthetic array is half as wide as that of a physical 
antenna or X./2Leff, and the cross-range resolution pa is 

Pa 
\R   = D 

2Leff ~  2 
(3.71) 

The azimuth resolution is therefore independent of both the range and the 
wavelength, and a smaller physical antenna provides finer resolution because 
of its wider physical beamwidth. 

This derivation assumes that the target is in the far field of the synthetic 
array; however, the array is normally long enough so that there is a quadratic 
phase error that increases from the center to the edges of the array. Coherently 
summing the returns from the synthetic array without compensating for this 
phase error generates an unfocused array with resolution greater than D/2. 
Nearly all SAR systems are focused: i.e., the processor compensates for the 
quadratic phase error along the aperture during image formation to obtain a 
resolution of D/2. It can be shown that Eq. (3.71) is a special case of Eq. (3.66) 
derived for an ISAR. 

There are three SAR modes, as sketched in Fig. 3.23. In the strip-map mode 
just discussed, the side-looking antenna points at a fixed angle from the ground 
track, usually 90 deg, and illuminates a strip of terrain parallel to the ground 
track. In the spotlight mode, the antenna illuminates a fixed point on the 
ground as it flies by to obtain improved azimuth resolution at the sacrifice of 
area coverage. The scan mode can be thought of as a universal mode: in this 
mode, the center of the antenna beam illuminates a scan path with arbitrary 
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Fig. 3.23   SAR modes. 

orientation with respect to the flight path to trade off resolution and coverage. 
The strip-map and spotlight modes are really special cases of the scan mode. 
References 24 to 30 discuss SAR systems in more detail; a key factor in col- 
lecting high-quality imagery is compensation for the deviation of the aircraft 
motion from a straight-line path. 

3.3    MILLIMETER-WAVE PHENOMENOLOGY 

3.3.1     Radar Targets 

3.3.1.1 Radar Cross Section. The radar cross section (RCS) characterizes 
the radar scattering properties of a target.31-34 The RCS of a target is the area 
that intercepts an amount of power that, when scattered isotropically, produces 
an echo equal to that received from the target. From the definition, the RCS 
of a target that scatters uniformly in all directions equals its projected area. 
A metal sphere whose radius a is large compared with the wavelength is an 
isotropic scatterer, and its RCS equals its projected area, ira2. The RCS a is 
defined as 

lim 4-nR' 
Et 

(3.72) 

where R is the distance from the point of observation, Es is the magnitude of 
the scattered electric field, and Et is the magnitude of the incident electric 
field. The RCS is normally defined when the incident field is a plane wave, 
which implies that the illuminating source is far from the scattering body. 
The RCS depends on the transmitted wavelength, the polarization, the target 
orientation, and the dielectric or conductive properties of the target. RCS is 
normally specified in square meters or in decibels relative to 1 m2 (dBsm). 
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3.3.1.2 Frequency Regimes and Millimeter-Wave Scattering. The sphere 
is a three-dimensional target whose RCS can be computed exactly at all fre- 
quencies from equations derived by Mie in 1908; the scattering properties of 
a sphere indicate the general wavelength dependence of radar targets. Figure 
3.24 is a plot of the normalized RCS of a conducting sphere showing the three 
scattering frequency regions: the Rayleigh region, the resonance region, and 
the optics region. Asymptotic computational methods are valid in the Rayleigh 
and optics regions. 

Rayleigh Scattering. In the Rayleigh region, the wavelength X is much larger 
than the dimensions of the body, and the RCS is proportional to the inverse 
fourth power of the wavelength. At millimeter wavelengths, scattering from 
hydrometeors often falls within the Rayleigh region. The RCS is proportional 
to the square of the volume with some modification for particle shape. 

Resonance Scattering. In the resonance region, the wavelength is of the order 
of the dimensions of the body, and the backscattered field oscillates with wave- 
length changes. The backscattered power can be found from integral equation 
methods, which are limited to body sizes less than about 10 wavelengths. 

High-Frequency or Optics Scattering. In the optics region, the body dimen- 
sions are much larger than the wavelength. The RCS of a sphere approaches 
a constant value of im2. A complex body can be treated as a collection of 
scattering centers that act independently of one another. The RCS is computed 
with geometrical optics, physical optics, the geometric theory of diffraction, 
the physical theory of diffraction, and extensions of the latter two techniques. 

Scattering at millimeter-wave frequencies is similar to scattering at micro- 
wave frequencies with the exceptions that the target is more likely to be in 
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Fig. 3.24   Normalized RCS of a conducting sphere. 
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the near field and that the surface roughness is a larger fraction of the wave- 
length.35 The usual far-field criterion is that the incident field be within TT/8 

rad of planar, which requires 

2D2 

R>=f- , (3.73) 

where R is the range from the source to the target and D is the largest target 
dimension. Because k is so small, millimeter-wavelength scattering often oc- 
curs in the near field. Except at very close range, a complex target may be in 
the near field when considered as a whole, but the individual scattering centers, 
which act independently of one another, can still be in the far field. In this 
case, the average RCS is the same as it would be in the far field, but there are 
changes in the RCS pattern such as shifts in the locations and magnitudes of 
peaks and nulls. At aspects where a long scatterer such as a flat plate or a 
cylinder is dominant, the scattering from the simple shape will change as the 
range decreases: the nulls fill in, the sidelobes increase, and the peak RCS 
decreases. 

At microwave frequencies, the assumption that a metallic target is perfectly 
smooth is usually good; however, the surface roughness becomes a higher 
fraction of the wavelength as the wavelength decreases. The roughness de- 
creases the RCS compared with what would be expected for smooth, metallic 
shapes. The calculated RCS must be modified to account for the roughness and 
the Fresnel reflection coefficient when the surface roughness is somewhat 
greater than a thousandth of a wavelength.35 

3.3.1.3 Simple Shapes. This subsection discusses the RCS of some smooth 
and perfectly conducting simple shapes when the wavelength is small com- 
pared to the body dimensions so that high-frequency techniques are applicable. 
Figure 3.25 shows sketches of most of these simple shapes. 

Convex Surface. Geometric optics techniques show that the RCS of a convex 
surface with principal radii of curvature ai and 02 is34 

o- = 770102 . (3.74) 

A special case is the sphere where ai = ai. 

Flat Plates. Physical optics provides the RCS of a flat plate.32 The maximum 
RCS at normal incidence is 

o-m =      2     , (3.75) 
\ 

where A is the area of the plate and \ is the wavelength. Neglecting edge 
effects, the RCS at an angle 6 from the normal to a circular flat plate of ra- 
dius a is 

2       r , .        x-,2 

CT   = 
(tan6)2 

, 4-rra sin6 (3.76) 
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Fig. 3.25   Reflectors with simple shapes. 

For a square flat plate with sides of length a parallel to the x and y axes 
-i2 

i2 4ira 
a = sin(ka sinO) 

ka sin0 
(cosef,  k = — , 

A. 
(3.77) 

where 6 is the angle from the normal (the z axis) in either the xz or yz planes. 

Circular Cylinder.   From physical optics, the RCS of a cylinder of length L 
and radius a is31 

2-naL2 

a = 
sin(fcL sin6) 

kL sinö 
(cose)2 , (3.78) 
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where 9 is the angle between the normal to the cylinder side and the point of 
observation; 0 is in a plane containing the cylinder axis and the normal. 

Dihedral.   Refer to Fig. 3.25 for the angular coordinate system. For two-bounce 
reflections when the viewing angle is normal to the crease (<|> = 0), 

o-(6) = 
8irL2H2(l ~ sin2|9|) (3.79) 

If 6 is now held fixed, and <j> is varied, the reflector behaves like a flat plate 
whose normal is fixed in the 6 direction: 

<r(8,<|>) = o-(6) 
sinjkH sin4>) 

kH sin4> 
(cos<|>) (3.80) 

Top Hat Reflector. Figure 3.25 shows a sketch of the top hat reflector whose 
height is h and whose cylinder radius is a. In the two-bounce reflection region 
where the cylinder is completely imaged in the ground plane, and the incident 
polarization is parallel or perpendicular to the cylinder axis, the RCS is 

8^ah   cosi|» (3.81) 

where i|i is the grazing angle above the ground plane. The ground plane length 
must be greater than h coti|» for complete imaging in the ground plane. 

Corner Reflectors. Corner reflectors are frequently used for RCS calibra- 
tion.32"34 The maximum RCS and the angular coverage for the trihedral corner 
reflector shapes in Fig. 3.25 are 

Type Maximum RCS Angular Coverage (- 3 dB) 

Triangular 

Circular 

Square 

4Tra4/(3X2) 

15.6o4/\2 

12T7a4/\2 

40 deg 

32 deg 

23 deg 

The peak return occurs at an elevation angle of 35.3 deg when the bottom side 
of the corner is horizontal. Figure 3.26 shows the relative responses of the 
three corners with a2/\ = 1.545. 

3.3.1.4 Scattering Matrix. Conventional radar transmits and receives the 
same linear polarization; but radar systems are now being built that exploit 
the polarization properties of a target to improve target discrimination or 
detection.37-39 The scattering matrix describes the polarization properties of 
a target. Assuming that the radar operates with a linear polarization base, 
we can represent the incident electric field with horizontally and vertically 
polarized orthogonal components ET

H and Ev and the backscattered field with 
horizontally and vertically polarized orthogonal components EH and Ev. These 
components will be in phase with a linearly polarized field and out of phase 
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Fig. 3.26   Trihedral corner reflector response. 

with an elliptically polarized field. It can be shown that the scattered field is 
related to the transmitted field by matrix multiplication 

EH 

Ey 

aHH    aVH 

aHV     aVV 

EH 

Ey 
(3.82) 

In the elements of the scattering matrix, aHH, aVH, aHV, and avv, the first 
subscript denotes the transmitted field, and the second subscript, the scattered 
field. (This radar notation referring to the element in the matrix is opposite 
to the practice customary with matrices.) The elements aVH and aHV are equal 
for a monostatic radar. 

The scattering matrix contains all the polarization properties of the target. 
The matrix elements are proportional to the square root of the RCS; a target 
has parallel- and cross-polarized cross sections. A scattering matrix also exists 
for a circular polarization base, and the scattering matrix for linear polari- 
zation can be converted to a circular base and vice versa.41 The scattering 
matrix for an odd-bounce scatterer, such as a convex surface, a flat plate, a 
cylinder, or a corner reflector, is 

1    0 

0    1 

for the H-V polarization base. For an even-bounce scatterer such as the dihedral 
or the top hat, the scattering matrix is 

cos2a 

sin2a 

sin2a 

- cos2a 
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Here the dihedral crease is assumed to be horizontal. The axis of the top-hat 
cylinder is assumed to be vertical, and a is the angle the electric field makes 
with the horizontal. 

3.3.1.5 Complex Targets. The total backscattered field for a target at short 
wavelengths is the vector summation of the contributions of the individual 
scattering centers that act independently of one another.32'34 With the relative 
phase method for finding the RCS, the total RCS is the vector summation of 
the contributions of the individual scattering centers 

Sfo^expO-fc) (3.83) 

Here en is the RCS of the i'th scattering center and §i is the phase of the i'th 
scattering center. Each of the individual scattering centers is, of course, aspect 
dependent. 

The phase angles of the individual scattering centers are usually not known 
or only known approximately. As a consequence, it is not possible to compute 
the total RCS with a vector summation, and it is necessary to use statistical 
techniques. We assume that c|>, has a uniform distribution from 0 to 2TT. On 
averaging over the <t>(-, we obtain an average RCS a, 

(3.84) <J = 

n 

and an rms spread S, 

S2 
/  n       \2          n 

V = l     /        j = i 

2 
0-     . (3.85) 

An examination of RCS data has shown that about 60% of the time, the mea- 
sured RCS pattern is between v + S and o- - S. 

Figure 3.27 is an example of a RCS plot for a complex target. This plot 
shows42 the relative RCS of a 1/25 scale model of a Chieftain tank at a mea- 
surement frequency of 100 GHz. The measurements provide RCS data for a 
full-size target at a frequency of 1/25 of the measurement frequency, or 4 GHz. 
Note the rapid RCS changes with small azimuth angle changes and the large 
specular returns, which are typical of vehicular targets, at the front, rear, and 
sides of the model. 

Measured RCS values for tactical targets remain fairly constant over the 
frequency range from 10 to 100 GHz. As the frequency increases, the surface 
roughness and curvature increase relative to the wavelength, which offsets 
the expected increase in the scattering center RCS values resulting from the 
smaller wavelength. Table 3.5 has typical RCS values for tactical targets taken 
from Refs. 43 and 44 and other sources. Figure 3.28 shows43 the measured 
RCS distribution for numerous vehicles at 35 GHz. 
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Fig. 3.27   RCS plot of a 1/25 scale model of a Chieftain tank42; measurement frequency of 
100 GHz. 
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Fig. 3.28   Measured RCS distribution of numerous vehicular targets.43 (© 1981 Academic 
Press, reprinted with permission) 

Table 3.5   Typical RCS Values for 
Tactical Targets (in dBsm) 

Large truck 18 

Tank 15 

APC 10 

Scout car 7 

Man 1 
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3.3.2    Millimeter-Wave Propagation 

3.3.2.1 Introduction. The propagation characteristics at millimeter-wave 
frequencies, 30 to 300 GHz, lie between those at microwave and optical fre- 
quencies. Although atmospheric attenuation in adverse weather at millimeter- 
wave frequencies is much higher than at microwave frequencies, the atten- 
uation is much less than at optical frequencies, and a millimeter-wave sensor 
provides much better adverse-weather range performance than an optical sen- 
sor 5,45-48 Figure 3 29 shows the atmospheric attenuation in the millimeter, 
submillimeter, infrared, and visible frequency bands. 

The attenuation and backscatter along the path from a radar to the target 
have a significant effect on performance at millimeter wavelengths. The at- 
tenuation lowers the SNR, and the backscatter increases the clutter back- 
ground around the target. There is considerable variability and uncertainty 

1000 

10Ghz 100 1 THz                    10 
3 cm 3 mm 0.3 mm                30 p.m 

FREQUENCY - - — 
—WAVELENGTH 

100 
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1000 
0.3 |xm 

Fig. 3.29 Attenuation by atmospheric gases, rain, and fog.45 [The original version of this 
material was first published by the Advisory Group for Aerospace Research and Develop- 
ment, North Atlantic Treaty Organization (AGARD/NATO) in Conference Proceedings CP 
245, "Millimeter wave and submillimeter wave propagation and circuits," in February 1979.] 



MILLIMETER-WAVE RADAR    159 

in existing millimeter-wave data bases, and accurate predictions of propagation 
effects are difficult to make5; a millimeter-wave propagation model is available 
for finding millimeter-wave attenuation with computer algorithms. 

The following subsections discuss atmospheric refractivity; millimeter-wave 
attenuation in clear air; attenuation from hydrometeors, dust, and smoke; 
volume backscatter; and multipath effects. 

3.3.2.2 Refractivity. Because the refractive index n of air is slightly greater 
than unity, the velocity of propagation in air is slightly slower than in a 
vacuum.49 At sea level, n is approximately 1.0003, and although n is very close 
to unity, the difference from unity results in two effects. First, the normal 
decrease in refractivity with height causes a downward curvature of a ray in 
the troposphere. Second, the apparent range to a target is greater than in free 
space because of the slower velocity of propagation. These factors cause radar 
tracking errors that increase as the target elevation angle decreases. 

Because the refractive index n is so close to unity, the refractivity N is 
usually a more convenient quantity for numerical computation, 

N = (n - 1) x 106 . (3.86) 

The range error AR between propagation in the atmosphere and free space is 

AR = NR x 10-6 , (3.87) 

where R is the range. If N = 313 iV-units, a typical value for the continental 
United States, and« is 10 km, AR = 313 x 10,000 x HP6 = 3.13 m. 

The equation for the refractivity is50 

„      77.6P      3.73 x 105e ,„ aa, 
N = —=— +  -5   , (0.00) 

where T is the atmospheric temperature in kelvins, P is the atmospheric 
pressure in millibars, and e is the partial pressure of water vapor in millibars. 
Equation (3.88) is accurate to about 0.5% at frequencies51 below 100 GHz, but 
above 100 GHz, O2 and H2O absorption lines cause some dispersion. Curves 
of dispersive delay, however, indicate that the dispersion is small enough so 
that Eq. (3.88) is still accurate to within about 1.5% at frequencies52 up to 300 
GHz. At sea level, values of N are usually between 300 and 350. Above sea 
level, N decreases approximately as an exponential 

N(h) = Noexp(-hn.0) , (3.89) 

where No is the refractivity at sea level and h is the height above sea level in 
kilometers. Reference 49 includes more accurate models for the variation of 
N with height. 
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At altitudes below about 4 km, the bending of radio waves is approximately 
uniform, and ray propagation relative to the earth can be represented by 
straight lines, if the earth's radius is modified to maintain a constant relative 
curvature between the ray and the earth. The effective earth radius is the 
ratio of the modified earth radius to the actual earth radius; a ratio of 1.33 is 
typical of temperate climates, but values between 5.0 and 0.6 can be found for 
different atmospheric conditions.53 

Irregular propagation conditions, which are quite frequent in some parts of 
the world, can cause anomalous propagation. When a cool, moist air mass is 
located below a warmer, dryer air mass, there may be a steep gradient in the 
refractive index, which causes increased downward bending. Rays entering 
the transition layer between the two air masses at a shallow grazing angle 
may be trapped in the transition layer, which acts as a duct.49 Ducting may 
cause holes in radar coverage. 

Turbulence in the troposphere causes random variations in the temperature, 
pressure, and water vapor content, which induce random fluctuations in the 
refractive index. Turbulence causes amplitude scintillation, angle of arrival 
fluctuations, and depolarization. Studies of the effect show that scintillation 
is not likely to affect millimeter-wave radar, unless the radar is operating at 
a performance limit, but that angle of arrival fluctuations can approach54 

350 |xrad. 

3.3.2.3 Clear Air Attenuation. Atmospheric gases attenuate radio waves 
in clear air by molecular absorption.45-49,51'52,55 A quantum level change in 
the rotational energy results in radio wave absorption at a resonant frequency 
or over a narrow band of frequencies. Oxygen and water vapor are the only 
gases that have a significant effect on atmospheric propagation. These gases 
have resonances at microwave or millimeter-wave frequencies: oxygen has a 
large number of closely spaced resonances near 60 GHz and a single resonance 
at 118.7 GHz, whereas water vapor has resonances at 22.2, 183, and 325 GHz. 

The total atmospheric attenuation yr in decibels is 

IT =  I   (7o + 1w) dL   [dB] . (3.90) 

Here y0 and yw are the specific attenuations for oxygen and water vapor in 
decibels per kilometer, one way, and L is the path length in kilometers; the 
two-way loss in decibels for radar is twice the one-way loss. Figure 3.30 has 
plots of the one-way specific attenuations ^0 and yw for oxygen and water vapor 
at the average sea-level pressure of 1013 mbars, a temperature of 15°C, and 
a water-vapor concentration p of 7.5 g/m3; these plots were computed with the 
algorithms in Ref. 56. The water-vapor algorithm accounts for the quadratic 
dependence on the water-vapor density, because quadratic effects are signifi- 
cant at high densities; a high-water-vapor density greatly increases the at- 
tenuation. The temperature dependence is approximately -0.6% for water 
vapor and -1% for oxygen per degree Celsius over the range of - 20 to + 40°C; 
hence, attenuation increases with decreasing temperature, as well as with 
increasing water-vapor density. The curves are accurate to about 15% between 
963 and 1063 mbars; the curves cannot be scaled to other pressures because 
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Fig. 3.30   Oxygen and water vapor attenuation: 1013 mbar, 15°C. 
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Fig. 3.31   Clear air attenuation at 1013 mbar. 

the shapes of the absorption lines change with pressure, and more detailed 
computational methods are necessary.52 Figure 3.31 plots the total one-way 
atmospheric attenuation for three different weather conditions; these plots 
show that there can be considerable variation in attenuation. Clear air atten- 
uation is high above 100 GHz. 

The decrease in clear air attenuation with height is approximately exponential; 

7 = Aexp(-ßtf) . (3.91) 

Here A and B are constants and H is the height in kilometers. Table 3.6 shows 
these constants, which were taken from Ref. 46. 



162    IR/EO HANDBOOK 

Table 3.6   Constants for the Decrease in Clear Air Attenuation with Height 
(data from Ref. 46) 

Frequency Relative Humidity A B Limits 

35 GHz 100% 0.15 0.3816 H < 7 km 
50 0.09 0.311 7 = 0, H > 7 km 

5 0.04 0.1984 

95 GHz 100 0.70 0.4846 H < 10 km 

50 0.36 0.4181 7 = 0, H > 10 km 

5 0.08 0.2677 

3.3.2.4 Hydrometeor Attenuation. Hydrometeor attenuation, which is much 
higher at millimeter wavelengths than at microwave wavelengths, can cause 
significant performance degradation for millimeter-wave radars. The term 
hydrometeor refers to condensed water-vapor products in the atmosphere: rain, 
clouds, fog, hail, ice, or snow. Rain, clouds, or fog normally have the most 
significant effect on radar operation. 

Rain Attenuation. The classical rain attenuation approach assumes an ex- 
ponential decay of wave intensity during propagation, spherical rain droplets, 
and that the scattering from a droplet is additive and independent of the 
scattering from other droplets.55 Rain attenuation depends on the size of the 
rain droplets, the distribution of the droplet size, the rain rate, and the droplet 
attenuation cross section, which is a function of the frequency and the tem- 
perature. Theoretical calculations of the scattering from rain droplets depend 
on Mie's 1908 theory for the scattering of a plane wave from a dielectric sphere. 
Unfortunately, calculations using Mie's theory are difficult to make, but con- 
siderable simplification results when the drop radius r is small compared with 
the wavelength, 2TIT « \. In this case, the Rayleigh approximation is valid, 
and only one term of the series expansion for the droplet attenuation cross 
section is needed. The Rayleigh approximation is valid55 up to 40 to 100 GHz. 

It has been observed that the specific attenuation 7 in decibels per kilometer 
has the form 

7 = aR°   [dB/km] (3.92) 

where Rr is the rain rate in millimeters per hour, and a and b are constants 
that depend on the frequency and temperature. The aRb

r approximation is in 
good agreement with Mie calculations.51 The coefficients a and b have been 
calculated for rain drops that are not spherical using techniques similar to 
Mie's classical approach, with the result that the attenuations for vertical and 
horizontal polarization differ slightly. However, in practice the uncertainties 
in knowledge of the rain rate, of rain thickness, and in the drop size distribution 
cause a much greater uncertainty than the polarization difference. Figure 3.32 
plots rain attenuation at 20°C for vertical or horizontal polarization for the 
commonly used Laws and Parsons drop size distribution; these plots were 
calculated from CCIR data reported in Ref. 51. Rain attenuation data from 
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Fig. 3.32   Rain attenuation at 20°C; Laws and Parsons drop size distribution. 

other sources will be slightly different. The total attenuation (in decibels) is 
the sum of the rain attenuation and the clear air attenuation from oxygen and 
water vapor. 

Fog and Cloud Attenuation. Although rain is the hydrometeor having the 
highest attenuation at millimeter wavelengths, cloud and fog attenuation can 
also be significant.57,58 It is difficult to predict cloud and fog attenuation ac- 
curately because of the uncertainty of the water content, cloud temperature 
and thickness, and the lack of experimental data. Cloud and fog attenuation 
depend on the size of the water droplets, their distribution, their temperature, 
the index of refraction of water, the extent of the clouds or fog, and the radar 
wavelength. 

Cloud or fog water droplets are usually less than 100 |xm in diameter; 
consequently, the Rayleigh approximation is valid up to about 100 GHz. Ab- 
sorption, not scattering, is the primary cause of attenuation. Altshuler57 has 
developed an expression for cloud or fog attenuation that is valid for wave- 
lengths between 3 and 20 mm, except for the water vapor resonance near 22 
GHz and the oxygen resonance near 60 GHz, at a nominal temperature of 10°C: 

1.2 + 0.0371X + 19.96/X110   [dBkm^g  1 m  a] (3.93) 

Here X is the wavelength in millimeters. The attenuation changes -0.022 dB 
km-1 g-1 m"3 per degree of temperature change. Figure 3.33 plots cloud or 
fog attenuation for values of liquid water content p between 0.05 and 2 g/m3 

for frequencies between 20 and 100 GHz. 
Liebe has also developed a model to predict the cloud or fog attenuation.52'58 

Figure 3.34 shows plots of cloud or fog attenuation computed with the Liebe 
model at 20,10, and 0°C at frequencies up to 400 GHz. Note that the attenuation 
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Fig. 3.34   Cloud or fog attenuation (Liebe model). 

is higher at 0°C than at 20°C at the lower frequencies, but the reverse is true 
at the higher frequencies. 

The liquid water content p of clouds varies from 0.05 to more than 2 g/m3. 
Although p can be as high as 5 g/m3 in heavy cumulus clouds, p is usually less 
than 1 g/m3 in fair weather clouds.51 The thickness of heavy clouds (^1 g/m3) 
is typically 1 to 2 km, whereas the thickness of medium to light clouds can 
vary from 0.5 to 1 km. For heavy fog, p varies from 0.2 to 0.4 g/m3; p is typically 
0.02 to 0.06 g/m3 for medium fog. Typical fog layers extend51 50 to 100 m above 
the ground and seldom more than 150 m. 

The total attenuation is the sum of the cloud or fog attenuation and the 
oxygen and water-vapor attenuation from Fig. 3.31. The water-vapor content 
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in the cloud or fog layer will be that corresponding to 100% relative humidity 
(10 g/m3 at 10°C). For example, the approximate attenuation for a fog with a 
liquid water content p = 0.2 g/m3 is 0.16 dB/km at 35 GHz from Fig. 3.33. 
From Fig. 3.31, the clear-air attenuation is 0.1 dB/km at 15°C with a water- 
vapor content p = 7.5 g/m3. The attenuation at 10°C increases about 5% because 
of the lower temperature and about 33% because of the higher water-vapor 
content for a total increase of approximately 38%. Thus, the total attenuation 
is approximately 0.16 + 0.14 = 0.30 dB/km, one way; the two-way attenuation 
for a radar is approximately 0.60 dB/km. 

Snow and Ice. Compared with rain attenuation data, attenuation data from 
snow and hail is scant at millimeter wavelengths,51'59 and the variation in 
the amount of moisture present in snow makes snow attenuation difficult to 
quantify. The attenuation of dry snow is 10 dB less than the attenuation of 
rain with the same rainfall rate at microwave frequencies; but the attenuation 
of very wet snow can exceed the attenuation of rain with the same rainfall 
rate. The attenuation of ice clouds is one to two orders of magnitude less than 
the attenuation of water clouds or fog, because ice spheres are less lossy than 
water spheres at the same frequency.55 

3.3.2.5 Obscurants 

Smoke and Dust. Measurements have shown59-62 that smokes including 
hexachloroethane and phosphorous cause no significant attenuation of millimeter- 
wave signals up to 140 GHz. Dust is the only obscurant that had a significant 
effect on millimeter-wave propagation. Like water droplets, dust particles at- 
tenuate and backscatter signals. Measurements showed that dust and debris 
blown in the air from exploding artillery rounds caused attenuations of 10 to 
30 dB with a recovery time of about 10 s. Backscatter from soil and debris was 
also observed when the attenuation was significant.61 

Dust storm attenuation is of interest in some regions.63 Dust attenuation 
and backscatter depend on the wavelength, particle size and distribution, par- 
ticle density, particle composition, and moisture content. The particle size in 
dust storms tends to be small; hence, the attenuation tends to be small. An 
upper bound on the attenuation at 37 GHz is 0.7 dB/km for a sand storm with 
10-m visibility. The attenuation is less at lower frequencies and greater at 
higher frequencies. 

Foliage. Measurements documented in Ref. 59 provide an empirical expres- 
sion for the two-way attenuation of dry foliage: 

7 = 1.10 + 1.48 logio/"   [dB/m two-way] , (3.94) 

where f is the frequency in gigahertz. The attenuation increases when the 
foliage is wet, there is little difference between vertical and horizontal polar- 
ization, and the attenuation increases with frequency, as indicated by the 
equation. 

3.3.2.6 Multipath Effects. Radar propagation effects also include reflec- 
tions from the surface of the earth.59'64-66 Multipath reflections are, in general, 
less troublesome for millimeter-wave radars than for lower frequency radars: 
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millimeter-wave antennas are usually more directive, minimizing ground re- 
flections, and the ground reflections are more diffuse because of the shorter 
wavelength. When the elevation angle is two beamwidths or more, the signal 
reflected from the ground passes through the antenna sidelobes, and it is 
usually far below the direct signal. Thus, multipath is a problem only at low 
grazing angles. 

Consider the case when the radar and target are situated above a smooth, 
flat earth, as shown in Fig. 3.35. Assume that the radar is far enough from 
the target that the incident field is a plane wave. The field at the target is 
the vector sum of the direct signal and the signal reflected off the ground; 
the return signal to the radar has the same two contributions. The angle of 
incidence equals the angle of reflection, and there is a radar image below 
the ground plane. The path difference 8 between the direct and the reflected 
ray is 

8 = 2H siiu|> . (3.95) 

Let F represent the ratio of the field strength in the presence of the ground 
plane to the free-space field strength. Then, assuming equal antenna gain for 
both paths, 

/J4TTH simlA 
F = 1 + Ps expr     . (3.96) 

Here i|* is the grazing angle and ps is the complex reflection coefficient of the 
surface. When the surface is smooth, ps = T, the reflection coefficient for a 
smooth surface, which can be computed with Fresnel's equations.40 

At very low grazing angles, T = -1 for both vertical and horizontal polar- 
izations, and 

n      - (j^H simlA 
F = 1 - expr z I  . (3.97) 

Target 

Multipath 

Ground Plane 

=2Hsiny 

Radar 
Image 

Fig. 3.35   Multipath geometry. 
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Thus, 

4 sin 
2TIH sini(i (3.98) 

The ratio F is zero whenever the quantity in the parentheses is zero, or an 
integer multiple of IT, and a maximum whenever this quantity is an integer 
multiple of -rr/2, as sketched in Fig. 3.36. The null-to-null lobe width w is 

w = 
2 sini(i 

(3.99) 

which is small at millimeter wavelengths. 
When a surface is rough, the scattered field is composed of specular and 

diffuse components. The specular component adds to the direct field and pro- 
duces a field that varies periodically with the height because the phase is 
correlated. The diffuse component, on the other hand, is the result of the 
combination of signals having random phases, and the field strength of diffuse 
scattering is small compared with the direct signal.40 With rough terrain, the 
specular reflection coefficient becomes 

Ps = RsT 

where 

{Rh = exp[- (A<D)2] . 

Here A4> is a measure of the surface roughness, 

(3.100) 

(3.101) 

A$ = 
4irAh sin\\i (3.102) 
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and Ah is the standard deviation of the assumed Gaussian distribution of 
heights measured from the plane surface. 

3.3.3    Millimeter-Wave Clutter 

3.3.3.1 Volume Clutter. Rain backscatter is appreciable at millimeter 
wavelengths, and it limits radar performance much more than at longer wave- 
lengths. Precipitation is the principal source of volumetric backscatter, al- 
though backscatter from chaff, birds, or insects can also occur. Backscatter 
from water droplets depends on the droplet diameter, the density of the 
droplets, the dielectric constant of water, and the wavelength.55,66,67 When 
X. > 4TT rn, where r is the drop radius and n is the index of refraction, Rayleigh 
scattering occurs (see Fig. 3.24), and the backscatter is proportional to the 
inverse fourth power of the wavelength. As a consequence, the backscatter 
increases rapidly as the wavelength decreases. When A. = 4-nrn, the scattering 
is in the Mie or resonance region, and the backscattered power oscillates rap- 
idly about an average value as the wavelength changes, and the backscattered 
power saturates. 

Measured values for rain backscatter have a rather large spread, but an 
empirical model for the rain reflectivity T\ has been developed that is similar 
in form to the expression for attenuation from rain66 

T| = aR?   [m2/m3] , (3.103) 

where Rr is the rain rate in millimeters per hour and the constants a and b 
are determined from measured data at a particular frequency. From the Geor- 
gia Tech rain backscatter model,66 

H = 1.2 x 10"
6
äJ-

6
   at 35 GHz 

= 4.2x lO"5/^1   at 70 GHz 

= 1.5 x 10_5Är   at 95 GHz . (3.104) 

Figure 3.37 plots the rain backscatter as a function of the rain rate. Note that 
the model predicts a higher backscatter coefficient at 70 GHz than at 95 GHz. 
Backscatter from rain increases with frequency up to 70 GHz, but there is an 
apparent reversal of the backscatter dependence on frequency above 70 GHz. 
This reversal may be related to scattering in the resonance region. The values 
of TT| computed at 35 GHz from Eq. (3.104) were lower than values computed 
with theoretical expressions in Ref. 55. 

As an example, we compute the backscattered cross section a of a resolution 
cell for a 35-GHz radar with a 1-deg (17.45-mrad) circular beamwidth and a 
0.1-|xs pulse width, when the range is 10,000 m, and the rain rate is 10 mm/h. 

•n = 1.2 x 10-6 x 101-6 = 4.8 x 10~6m_1 . 

As discussed in Sec. 3.2, the effective beamwidth for volume clutter calculation 
is about 75% of the -3-dB beamwidth ß; hence, the effective clutter volume V is 
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Fig. 3.37   Rain backscatter. (Model from Ref. 66) 

V = j(0.75^R)2~ = 2.02 x 105 m3 . 

Thus, 

IT = TIV = 4.8 x 10"5 x 2.02 x 105 = 9.6 m2 . 

The backscattered power from rain at millimeter wavelengths has a log-normal 
distribution with standard deviations between 2.5 and 6 dB. The decorrelation 
time decreases with increasing frequency and increasing rain rate. At 35 GHz, 
the decorrelation time varies from 8 ms at 5 mm/h to 3 ms at 100 mm/h, whereas 
at 95 GHz, the decorrelation time varies from 3.5 to 1.5 ms at the same rain 
rates.66 

The backscatter from clouds or fog is much less than the backscatter from 
rain. The Rayleigh approximation is valid up to 300 GHz for fair weather 
clouds, which have a small drop size, and to lower frequencies for rain clouds, 
with larger drops. Figure 3.38 gives values of cloud or fog backscatter for 
frequencies of 95, 70, and 35 GHz computed from equations based on the 
Rayleigh approximation listed in Ref. 55. 

3.3.3.2 Ground Return. A distributed ground target has a large number of 
scatterers randomly distributed over a homogeneous surface, and the overall 
return is the vector sum of the returns from the individual scatterers in the 
illuminated area. The quantity CTO (sometimes written a0) is the backscattered 
radar cross section (RCS) per unit area of a distributed target. The RCS CT of 
a distributed target with an illuminated area A is 

o- = o-nA (3.105) 
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Fig. 3.38   Backscatter from clouds or fog at 20°C. 

Some authors prefer to describe the backscatter with the parameter y and the 
area A' normal to the antenna beam, so that 

o- = 7A' . (3.106) 

If i|; is the grazing angle between the incident ray and the average plane of 
the surface, 

A' = A sinij/ 

and 

CTO = *y sinijj . 

(3.107) 

(3.108) 

The parameter 7 varies less with changes in i|; than ao does; both parameters 
are dimensionless.   ' 

The magnitude of an depends on the radar wavelength and polarization, the 
dielectric and geometric properties of the surface, and the grazing angle. By 
the Rayleigh roughness criterion,40 a surface is considered smooth when 

Ah sini[» < X/8 (3.109) 

where Ah is the rms height of the surface irregularities and X. is the wavelength. 
Figure 3.39 shows the three radar scattering regions for a planar surface at 
microwave and millimeter-wave frequencies: the near-grazing incidence re- 
gion, the plateau region, and the near-vertical incidence or specular region.40 

The properties of the regions depend on the wavelength, the polarization, and 
the surface. Near grazing incidence, ao increases rapidly with increases in the 
grazing angle and radar frequency up to the critical angle i[/c; ao changes slowly 
with the grazing angle and transmitted frequency in the plateau region be- 
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Fig. 3.39   Typical CTO grazing angle dependence. 

tween i|/c and tyo- In the near-grazing incidence and plateau regions, an in- 
creases as the surface roughness increases, but OTJ decreases as the surface 
roughness increases near vertical incidence, and the dependence on the radar 
frequency is weaker. Resonant scatterers are sometimes present at millimeter 
wavelengths, and the critical angle is smaller than at microwave frequencies 
because the terrain appears rougher at the shorter wavelengths. 

Measured values of CTO depend on the transmitted and received polarizations. 
Data have been collected much more frequently with linear than with circular 
polarization. With linear polarization the earth's surface serves as a convenient 
reference; the term horizontal refers to a wave whose electric field is parallel 
to the earth's surface, whereas vertical refers to a wave whose electric field 
has a component perpendicular to the earth's surface. Thus, VOHH represents 
parallel-polarized values measured with horizontal transmitter and receiver 
polarizations; CTOW, parallel-polarized values measured with vertical trans- 
mitter and receiver polarizations; and CJOVH, cross-polarized values measured 
with vertical transmitter and horizontal receiver polarizations. With the mono- 
static radars we are considering, the cross-polarized components, <JOVH and 
VOHV, are equal, and they are usually several decibels lower than CTOHH and 
CTOW. Values of CTO measured with circular polarization are about 3 dB lower 
than the values measured with parallel-linear polarization. 

Typical Values. Most past millimeter-wave clutter measurements"0- have 
been at 35 or 95 GHz, but data are now becoming available72-74 at higher 
frequencies such as 140 and 215 GHz. In the millimeter-wave band where the 
surface roughness is a large number of wavelengths, the Georgia Tech clutter 
model has the simple form 

CTO = A(i|; + C)1 (3.110) 

where the grazing angle \\> is in radians and A, B, and C are empirical constants 
determined from measurements.68 Other models are available; see, for ex- 
ample, Ref. 70, which has an excellent data base as well as an extensive 
bibliography on land clutter measurements. 
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The updated Georgia Tech clutter model provides typical CTO values at 35 
and 95 GHz for parallel-linear polarizations; the model assumes the same value 
for HH and VV polarizations.68 Figures 3.40 and 3.41 plot the average CTO 
values for grass and crops and for trees; the 90th percentile level for these 
terrains is 4 to 6 dB above the average values shown. Reflectivity measure- 
ments of grass, crops, and trees indicate that there is a large intrinsic varia- 
bility in terrain backscatter. The reflectivity of vegetation changes with the 
season of the year: the reflectivity is higher with tall grass than with short 
grass, and the reflectivity of crops increases with increasing foliage. Deciduous 
trees are more reflective with leaves than when the trees are bare, and the 
reflectivity of wet terrain is approximately 5 dB higher than the reflectivity 
of dry terrain.66 

The reflectivity of snow at millimeter wavelengths depends on the free water 
content, and the reflectivity can change rapidly with time.67 Wet snow, which 
has a liquid water content greater than 1% by volume, is much less reflective 
than dry snow. Figures 3.42 and 3.43 show plots of the mean reflectivity of 
wet and dry snow at 35 and 95 GHz computed with the updated Georgia Tech 
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Fig. 3.40   Average CTO for grass and crops. 

0 

-5 

-10 

-15 

-20 

-25 V 

-30 

i 95. GHz... _..,.«- 

i at 35 GHz; A = 0.047, Bi= 0.5, G = .031 
: at 95 GHz; A = 0.34,   B!= 1.5, G= .035 

10 20 30' 40 50 

Grazing Angle in Degrees 

60 70 

Fig. 3.41   Average CTO for trees. 



MILLIMETER-WAVE RADAR    173 

0 

-5 

-10 

-20 

-25 

-30 

iat 35 GHz; A = 0.23, B =i 1.5, C =j 0.033 
;at 95 GHz; A = 0.58, B 41.5, C =j 0.037 

0 10 20 30 40 50 60 70 
Grazing Angle in Degrees 

Fig. 3.42   Average cro for wet snow. 

m 

o° 

10 

5 

0 

-5 

-10 

-15 

-20 

;95 GHz   ,--£ZZZZ*~ 

 I ^j^P^;  
,p2"^35 GHz 

,'/                      at 35 GHz: A = 2.3. B=M.5. C = 
/                        at 95 GHz A = 3.0, Bi1.5, C = 

.035 

.037 

10 20 30 40 50 
Grazing Angle in Degrees 

60 70 

Fig. 3.43   Average cro for dry snow. 

model.68 There is considerable variability in ao with snow measurements, and 
the values in Figs. 3.42 and 3.43 are somewhat higher than similar data in 
Ref. 70. 

Example. Find the average radar cross section of tree clutter for a 95-GHz 
radar with resolution cell area A of 10 m2 at a grazing angle of 20 deg. From 
Fig. 3.41, the mean value of crn for tree clutter at 95 GHz at I|J = 20 deg is 
-11 dB or 0.079. From Eq. (3.105), 

a = anA = 0.079 X 10 = 0.79 m2 . 

In terms of decibels relative to 1 m2, 

o- = 10 log(0.79) = -1 dBsm . 

Spatial Clutter Variations.   The classical approach to the analysis of distrib- 
uted targets assumes that the backscattered field at the radar antenna (in 
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volts per meter) has a Rayleigh distribution, because the backscattered field 
is the vector sum of a large number of statistically independent, far-field re- 
turns that have about the same amplitude.75 The Rayleigh density function, 
which describes the fluctuations (fading) of the voltage amplitude due to Ray- 
leigh clutter (or thermal noise), is 

p(E) = ^ expf^-j ,   E ^ 0 . (3.111) 

Here a is the mean-square voltage. The return power P is proportional to E2, 
and the probability distribution for the return power from Rayleigh clutter is 

p(P) = ^-exp(--^J , (3.112) 
" av \    * a 

where Pav is the average power. Although this distribution is an exponential, 
it is sometimes called the Rayleigh probability density function for power. 

The Rayleigh clutter model is usually valid for uniform clutter below 30 
GHz at grazing angles above about 5 deg, but it is sometimes inadequate at 
higher frequencies because of longer tails on the probability density function. 
The Rayleigh distribution may be appropriate at millimeter wavelengths for 
a stationary radar system, or for scanning systems when the integration time 
is very short relative to the beam motion.75 The probability of a large scatterer 
causing a high tail in the clutter is higher for a scanning radar, and log-normal 
or Weibull probability density functions are better clutter models. See Ref. 76 
for a summary of clutter models. 

With the log-normal distribution, a random variable Y is log-normally dis- 
tributed if its logarithm has a normal (Gaussian) distribution   : 

P(y) = y^exp 

. 2-, 

2s2\lnfn 
(3.113) 

where Y is the log-normally distributed variable (CTO or CT), Ym is the median 
value of Y, and s is the standard deviation of ln( YIYm). 

The Weibull probability density function lies between the exponential dis- 
tribution for Rayleigh clutter and the log-normal distribution. The Weibull 
distribution for CTO or CT has the form40 

p(o-) = — (j^-^expf - —) , (3.114) 
Oav \      orav/ 

where the shape factor b is a constant and o-av is the average value of CTO or CT. 
For 6 = 1, the Weibull distribution reduces to the exponential power distri- 
bution for Rayleigh clutter. 

Probability of detection computations are simplified with Rayleigh clutter 
because the statistics are the same as for thermal noise, and detection curves 
computed for thermal noise are applicable. With other clutter backgrounds, 
Rayleigh statistics will predict too high a probability of detection, because the 
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Fig. 3.44 Normalized frequency spectrum of deciduous trees with a linear receiver: A— 
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detection thresholds must be raised to maintain the same false alarm rate. 
Probability of detection computations with other clutter models may require 
numerical techniques. 

Temporal Clutter Variations. The amplitude of the return power from a clut- 
ter cell that contains foliage or branches moving in the wind varies with time. 
The amplitude statistics and the frequency spectrum or the decorrelation time 
describe the temporal response. Using a noncoherent pulse radar, Georgia Tech 
measured data on the temporal characteristics of tree clutter.66 At 35 GHz, a 
Rayleigh distribution was a close approximation to the amplitude character- 
istics, but at 95 GHz, a log-normal distribution was a better clutter model. 
The standard deviation of the tree clutter was about 4 or 5 dB at 35 GHz and 
about 5.5 to 6.5 dB at 95 GHz. 

The frequency spectra of deciduous trees depended on the frequency and the 
wind speed; the spectra had the form 

W(f) 
1 + (flfcT ' 

(3.115) 

where A is the dc value, f is the frequency, fc is the corner frequency, and n 
is a constant. Figure 3.44 plots the Georgia Tech models of the frequency 
spectra of deciduous trees measured with a linear receiver; the frequency 
spectra measured with a log receiver were slightly different. 

3.3.3.3 Sea Clutter. Investigators have studied radar backscatter from the 
sea since World War II, and they have collected a large amount of experimental 
data at frequencies below 30 GHz but relatively little data at millimeter wave- 
lengths.19'66'67'7"7,78 Sea backscatter is a complex phenomenon that involves a 
number of factors. Sea factors include the height of the waves, the wind speed, 
the length of time the wind has been blowing, the direction of the wind relative 
to the radar beam, the temperature differential between the air and the sea, 
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and the presence of swell. The radar factors of importance are the frequency, 
the polarization, the grazing angle, and the size of the radar resolution cell. 
In general, sea clutter varies more temporally than land clutter. 

As with land clutter, there are three scattering regions that depend on the 
grazing angle: the quasispecular, the plateau, and the interference region near 
grazing incidence. The quasispecular region is the result of specular scatter 
at grazing angles near 90 deg. At very low grazing angles, CTO decreases very 
rapidly with decreasing angle, and the region is called the interference region, 
because the direct wave and the reflected wave are out of phase and produce 
destructive interference. In the plateau region between the quasispecular and 
interference regions, CTO changes less rapidly with the grazing angle. 

The sea surface has ripples or capillary waves developed by the surface 
friction velocity of winds, and these ripples are superimposed on much longer 
gravity waves, which have a tilting effect. The ripples become increasingly 
important at millimeter wavelengths when the ripple spacing results in back- 
scatter contributions being in phase (Bragg scatter). Backscatter is low at 
velocities less than 5 kn, except in the specular region, and backscatter in- 
creases with wind speed at higher velocities. 

The magnitude of CTO depends on the radar look direction with respect to the 
wind: cro is highest looking upwind (into the wind) and lowest looking cross- 
wind, whereas CTO looking downwind is usually slightly less than looking up- 
wind. There can be a 5- to 10-dB variation in CTO as the radar scans 360 deg 
in azimuth, and the variation of CTO with look angle resembles a sine wave.79 

The change in CTO with azimuth angle decreases as the wind speed increases. 
Because the capillary waves build up more rapidly with the wind than gravity 
waves, backscatter increases more rapidly with the wind at higher frequencies. 
The breaking of waves, spray, foam, and swell all affect backscatter. 

In general, it is difficult to describe completely the sea and wind conditions 
under which experimental data are collected, and there can be a considerable 
variation in data collected by different organizations or by the same organi- 
zation at different times. There are few published measurements of sea back- 
scatter in the millimeter-wave band, especially above 35 GHz, but the data 
available indicate that backscatter behavior at millimeter wavelengths is much 
like the behavior at microwave frequencies.66,67'77 

Figure 3.45 plots CTO for sea backscatter for vertical and horizontal polari- 
zations for the frequency band covering 26.4 to 52 GHz for sea states 1, 3, and 
5. The data for Fig. 3.45 are from Table 15.4.2 in Ref. 80; Petts produced the 
data for this table by interpolating and extrapolating data compiled by 
Nathanson from a number of sources.19 The data on which Petts's model is 
based were collected at a time when investigators did not recognize the im- 
portance of the radar look angle relative to wind direction; as a consequence, 
it represents an average over all wind directions. As mentioned in Ref. 19, 
errors of 5 dB are likely for many of the data points. Reference 67 discusses 
the Georgia Tech sea clutter model for grazing angles below 10 deg and presents 
some low-angle 35- and 95-GHz measurement results. At grazing angles be- 
tween 1 and 6 deg, CTO is about - 30 dB looking upwind at both frequencies for 
a 0.6-m wave height; CTO is 12 to 18 dB less looking downwind. 

Plots of (JOHH and crow looking upwind versus grazing angle at 34.43 GHz 
are shown in Fig. 3.46; the plots are from scatterometer data measured by 
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Fig. 3.45   Typical sea clutter reflectivity from 26.4 to 52 GHz; solid lines—VV and dashed 
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Fig. 3.46   Plot of o-o versus grazing angle looking upwind.7 

Masuko et al.79 The wind speeds for the plots are 15 and 7.5 m/s; a speed of 
7.5 m/s equals 14.6 kn. Because the median wind speed over the world's oceans 
is about 15 kn, corresponding to sea state 3, the 7.5 m/s plot corresponds to 
sea state 3. At 34.43 GHz, grazing angles between 20 and 70 deg, and wind 
speeds between 3.2 and 17.2 m/s, Table 2 in Ref. 79 indicates that an looking 
upwind averages 2.6 and 1.8 dB higher than an looking downwind for HH and 
VV polarizations, respectively, and o-n looking upwind averages 4.8 and 5.7 
dB higher than o-n looking crosswind for the same polarizations. Thus, sub- 
tracting the appropriate amount from the curves in Fig. 3.46 provides down- 
wind and crosswind an values. 

The illuminated area affects the nature of the backscatter.77 When the radar 
resolution is fine enough, the return contains target echoes of short duration 



178    IR/EO HANDBOOK 

that appear as spikes on a display. Spikes, which can last for several seconds, 
occur when whitecaps form, but they may also occur in the absence of white- 
caps. Sea clutter is more spiky for horizontal than vertical polarization. The 
temporal and spatial statistics of sea clutter are essentially the same.67 Sta- 
tistical data on spatial statistics are sparse at millimeter wavelengths, but 
experimental data at lower frequencies show that the probability density func- 
tion of sea clutter is between Rayleigh and log-normal.66 

3.4   MILLIMETER-WAVE COMPONENTS 

3.4.1    Antennas 

3.4.1.1 Introduction. An antenna is a device that couples power from free 
space to a transmission line or from the transmission line to free space. Many 
millimeter-wave antennas are similar to those in use at lower frequencies, but 
in the millimeter-wave band, antennas are smaller in size, they have wider 
bandwidths, the losses are higher, construction tolerances are tighter, and 
scanning is more difficult because of the lack of rotary joints. Factors important 
for antenna performance include the beam shape, the sidelobe level, the po- 
larization, scanning capabilities, the efficiency, and the bandwidth. Types of 
antennas in common use at millimeter-wave frequencies include horns, lenses, 
reflectors, and arrays.55,81-84 Figure 3.47 is an example of a millimeter-wave 
reflector antenna. 

Fig. 3.47   A 35-GHz Cassegrain antenna. (Courtesy of Alpha Industries, Inc.) 
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The directivity and gain of an antenna determine how well the antenna 
concentrates energy in a given direction. The directivity D(Q,$) of an antenna 
is the ratio of the power density in a given direction to the power density that 
would have been present had the power been radiated isotropically; directivity 
is usually expressed in decibels above isotropic (dBi). If <rX0,c(>) is the radiation 
intensity in watts per steradian, the directivity D(6,4>) in the angular direction 
denoted by 6 and $ is 

«w> - ^£, 
where Pr is the radiated power. The radiation efficiency r\ is the ratio of the 
radiated power to the input power Po of the antenna 

" - k • <3-117) 

The radiation efficiency is always less than 1 because of ohmic losses in the 
antenna. The antenna gain G is 

G(9,c|>) = -n/M,*) = ^WTT^ ■ (3-118> 

Thus, the antenna gain is the ratio of the radiation intensity in the direction 
(6,<J>) to the radiation intensity that would have been present had all the input 
power to the antenna been radiated isotropically. 

The power density P(Q,<$>,R) at range R in watts per square meter equals 
the antenna gain times the power radiated by an isotropic antenna 

P(e,<M?) = G(e,4>)-^2 ■ <3-119) 
4uK 

The incident power absorbed by an antenna is the product of the effective area 
of the antenna Ae and the incident power density. The effective area depends 
on the wavelength X and the gain: 

Ae(e,(t)) = — G(6,c|>) . (3.120) 
4TT 

The antenna bandwidth is the range of frequencies within which the antenna 
performance conforms to a specified standard with respect to some character- 
istic such as a decrease of the radiated power by a factor of 2, or a specified 
change in the input impedance. 

The field radiated from an antenna depends on the angular coordinates and 
the distance from the antenna.83 Very close to the antenna, the field contains 
a reactive component that decays rapidly with distance. Farther away in the 
radiating near field, the amplitude and phase of the field depend on the distance 
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to the antenna. In the far field, the radiation pattern is essentially independent 
of the distance to the observation point. A common criterion for the far field 
is that 

R 
2D2 

(3.121) 

where R is the range, D is the antenna diameter, and X. is the wavelength. 
Operation at shorter ranges in the near field is frequent at millimeter wave- 
lengths, and there are some pattern changes compared to the far field. 

High-gain antennas such as horn or reflector antennas are said to be ap- 
erture antennas because most of the radiated power passes through a plane 
in front of the antenna. It can be shown that the far-field pattern is approxi- 
mately equal to the Fourier transform of the field illumination across the 
aperture, or in the case of a line source, the illumination across the line source. 
The - 3-dB beamwidth BW3dB of an antenna is 

BW3dB = -7-   rectangular aperture (3.122a) 

BW3dB = y^   circular aperture (3.122b) 

where k is a constant, L is the length of the rectangular aperture, and D is 
the diameter of the circular aperture. For uniform illumination and a rectan- 
gular aperture, k = 50.8 deg, and the first sidelobe is 13 dB down from the 
peak of the main lobe. With uniform illumination and a circular aperture, k 
- 58.9 deg, and the first sidelobe is 17.6 dB down. Normally, the antenna 
designer tapers the illumination from the center to the edges of the aperture 
to lower the sidelobe level at the expense of mainlobe broadening.82 Figure 
3.48 has plots of beamwidth versus frequency for a typical value of k, 70 deg, 
for antenna apertures between 7.5 and 180 cm. 
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Fig. 3.48   Aperture antenna beamwidth versus frequency; k = 70 deg. 
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Fig. 3.49   Aperture antenna gain versus frequency for a circular aperture. 

The antenna gain also depends on the aperture size, and for a circular 
aperture of diameter D, 

G = 20 log(<rrZ)/\) + 10 log-T) (3.123) 

A typical value for the efficiency T\ at millimeter wavelengths is 0.5. Figure 
3.49 plots antenna gain versus frequency for a circular aperture and a loss 
of 2.6 dB. 

Sample Computation with Charts. An application requires an antenna beam- 
width of 0.5 deg at a frequency of 100 GHz. In Fig. 3.48, the horizontal 0.5- 
deg beamwidth line intersects the vertical 100-GHz frequency line between 
the 30- and 60-cm apertures, and the aperture is about 42 cm. From Fig. 3.49, 
the gain for a 42-cm aperture at the 100-GHz line is about 50 dBi. 

3.4.1.2 Horn and Horn Lens Antennas. Horn antennas, Fig. 3.50, are widely 
used at millimeter wavelengths to illuminate larger apertures and for test 
purposes when gains of 15 to 25 dB or beamwidths of more than about 10 deg 
are required.81,84 Horn antennas are formed by gradually flaring the end of a 
waveguide to avoid the generation of higher order modes. The flare is in the 
direction of the electric field of the input waveguide for an E plane sectoral 
horn, and in the direction of the input magnetic field for the H plane sectoral 
horn. However, the pyramidal horn, which has flares in both the E and H 
planes, is much more commonly used for power monitoring, in test bench 
applications, and as a standard gain horn to calibrate other antennas. Because 
of its circular symmetry, the conical horn can handle linear polarization at 
any angle as well as circular polarization. Corrugations in a conical horn 
generate a hybrid mixture of propagating modes, which results in almost equal 
beamwidths in the E and H planes and low sidelobes and cross-polarization 
levels. 

A pyramidal horn that produces maximum far-field gain for a given slant 
length in the E and H planes is called an optimal gain horn. If a is the width 
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Fig. 3.50   Horn antennas. 

of the horn mouth in the H plane and b is the width in the E plane, the 
approximate gain, beamwidth, and first-sidelobe levels of the optimal gain 
horn are84 

G = 8.1 + 10 logio(a6/\2)   [dB] (3.124) 

BW3dB Sidelobe Level 

2 sin-1 (0.45X/6) 

2sin_1(0.70\/a) 

-9 dB 

-16 dB 

E plane 

H plane 

When more gain and a narrower beamwidth are required than a horn an- 
tenna can provide, a conical horn or a corrugated conical horn can be combined 
with a dielectric lens to form a more compact structure. Typical horn lens 
antennas have gains of 25 to 47 dBi, beamwidths of 10 to 0.8 deg, and sidelobe 
levels of -18 to -30 dB. When constructed with circular components, horn 
lens antennas provide horizontal, vertical, or circular polarizations.85 Figure 
3.51 shows a horn lens antenna. 
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Fig. 3.51   Horn lens antenna. 

3.4.1.3 Reflector Antennas. Parabolic and Cassegrain antennas find fre- 
quent application in the millimeter-wave band; these antennas are available 
with a wide range of reflector diameters.81-85 Figure 3.52 shows center-fed and 
offset-fed parabolic reflector antennas, which consist of a parabolic reflector, 
a primary feed, and a feed support assembly. The feed is at the focal point of 
the parabola, and because the path lengths from the focal point to the aperture 
plane are equal, a collimated beam is formed at the aperture plane. A parabolic 
reflector is a broadband device that can operate over a wide frequency range 
with suitable feeds; however, the losses in the waveguide transmission line to 
the feed are high. Aperture blockage by the feed structure of the center-fed 
parabola lowers the gain and increases the sidelobe level; the offset feed elim- 
inates aperture blockage. 

Cassegrain antennas, Fig. 3.53, are often recommended for applications 
where low waveguide losses to the feed are desired, and when the required 
beamwidth is 1 deg or less. The feed horn, which is at the primary focal point, 
illuminates the hyperboloid subreflector, and the parabolic main reflector col- 
limates the energy reflected from the subreflector. The subreflector must be 
large enough to act as an optical reflector and small enough to minimize 
aperture blockage. The proximity of the feed horn to the main reflector reduces 
the transmission line losses. The Cassegrain antenna has better low-noise 
performance than a single reflector antenna because the spillover radiation 
from the virtual feed is normally much smaller. 

Parabolic and Cassegrain reflector antennas can provide horizontal, vertical, 
or circular polarizations with suitable feeds. A circular feed radiates both linear 
and circular polarizations, and with an orthomode transducer assembly, a feed 
can operate with both horizontal and vertical, or both right- and left-hand 
circular, polarizations simultaneously.85 

Because construction tolerances for a given performance with a reflector 
antenna are in fractions of a wavelength, tolerances become tighter as the 
wavelength decreases. Surface deviations from the desired shape are statistical 
in nature, and an rms surface error of 0.03A. produces about a 0.5-dB loss in 
gain. Surface tolerances of 1/20 to 1/30 of a wavelength result in aperture 
efficiencies of 67 to 84%. Millimeter-wave reflector antennas have been built 
with diameters of 13.7 m (45 ft) for radio astronomy.86 



184    IR/EO HANDBOOK 

Plane Wave 

Center Fed Offset Fed 
Center Fed 

Fig. 3.52   Parabolic antennas. Fig. 3.53   Cassegrain antennas. 

3.4.1.4 Other Antenna Types. There are many other types of millimeter- 
wave antennas in addition to horn and reflector antennas. Although reflector 
antennas have the best gain, sidelobe, and pattern performance, there are 
many applications where a reflector antenna is unsuitable because of its size 
and cost, or because a conformal structure is required, and it is necessary to 
use another type of antenna whose performance is not quite as good. As at 
lower frequencies, cutting slots in the narrow or broad wall of a waveguide 
forms a linear array, and slotted waveguides placed side by side form a planar 
array, as shown in Fig. 3.54. 

With present technology, microstrip (patch) antennas are attractive for planar 
arrays up to 100 or 140 GHz. Microstrip antennas have a low profile, they are 
light, easy to construct, and rugged, and they can be built on a single-layer 
printed circuit board; disadvantages of microstrip antennas include narrow 
bandwidth, feed network losses, and tight construction tolerances. Figure 3.55 

Fig. 3.54   A 35-GHz planar waveguide array. (Courtesy of Alpha Industries, Inc.) 
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1988, Cardiff Publishing Com- 

is a sketch of a single microstrip element,' 
array. The gain of a microstrip array is89 

G = 10 log4irL2 - aL - C       [dB] . 

1 and Fig. 3.56 shows a microstrip 

(3.125) 

Here L is the length in wavelengths of one side of the aperture, a is the loss 
per unit wavelength, and C is a constant resulting from other loss contributors. 
At 35 GHz, a typical value of C is 1.7 dB, and losses are about 0.5 dB/in. 

3.4.1.5 Radomes. A radome is an electromagnetic window that covers and 
protects enclosed antennas from the environment.90'91 The properties of im- 
portance for a radome include high transmission, broad bandwidth, low bore- 
sight error, and low reflection. Radome construction is more difficult at mil- 
limeter wavelengths because a radome thickness that provides adequate 
structural strength is larger in terms of the wavelength. Millimeter-wave 
radomes are often constructed with a wall thickness that is a multiple of half 
a wavelength; desirable properties for radome materials include a low dielectric 
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constant and a low loss target. Ceramics and large molecule polymers are often 
used at millimeter wavelengths. 

3.4.2    Millimeter-Wave Sources 

The availability of suitable power sources is essential for the construction of 
a millimeter-wave radar system. Both vacuum tube and solid-state power 
sources are currently in use, but vacuum tube sources provide much higher 
output power. There are two approaches to output power generation in a radar 
system.92 In the power oscillator approach, the output of an oscillator goes 
directly to an antenna, whereas in the power amplifier approach, an oscillator 
generates power at a low level, and a power amplifier or amplifier chain raises 
the level of the power sent to the antenna. The rf signal generated may be cw 
or pulsed, depending on the application, and a pulsed signal may have fre- 
quency coding for pulse compression. Tube types available at millimeter wave- 
lengths include gyrotrons, magnetrons, klystrons, extended interaction oscil- 
lators and amplifiers, traveling-wave tubes, and backward-wave oscillators. 
Although Gunn diodes and IMPATT diodes are still the primary millimeter- 
wave solid-state sources, transistor amplifiers are now available at frequencies 
up to 40 to 60 GHz, and they will be available at higher frequencies in the 
future. 

3.4.2.1    Vacuum Tube Sources 

Gyrotrons. The gyrotron, also known as the cyclotron resonance maser (CRM), 
is a relatively recent development. In a gyrotron device, coupling between an 
electron beam and the microwave field occurs by means of the cyclotron res- 
onance condition.6,93,94 Because the strength of the magnetic field, not the 
dimensions of some resonant structure, determines the operating frequency, 
the beam and microwave structure can be large compared with the wavelength, 
increasing the power capability. High magnetic fields are required at milli- 
meter wavelengths, and superconducting magnets are required above 60 GHz. 
In addition to oscillators, amplifier versions have been developed using reso- 
nant cavities and traveling-wave circuits; both pulsed and cw tubes have been 
constructed. Figure 3.57 is a drawing of a gyrotron. 

Gyrotron oscillators commercially available in the United States have cw 
or average pulsed output powers of the order of 200 kW at frequencies between 
28 and 70 GHz, and Varian has developed a 140-GHz oscillator with 100 kW 
of cw output. Megawatt power outputs have been obtained at millimeter wave- 
lengths in the Soviet Union, and ongoing gyrotron research is expected to 
provide higher power in the future. 

So far, the practical application of gyrotrons has been mainly for heating 
confined plasmas for fusion reactors but not for radar. Commercially available 
gyrotrons operating between 30 and 70 GHz are 1 to 3 m long, and they weigh 
100 to 250 kg with the focusing magnet. The beam voltage is 80 kV at 8 A, 
which requires a large, high-voltage power supply. Gyrotrons are suitable only 
for relatively permanent ground-based operation, and there are also problems 
with mode purity and obtaining millimeter-wave components to handle the 
high power levels. 
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Fig. 3.57   Gyrotron in focusing magnet. (Courtesy of Varian Associates) 

Magnetrons. The magnetron oscillator has been used in radar systems for 
about 50 yr because it is a very efficient and low-cost source of microwave or 
millimeter-wave power. Pulsed magnetrons are useful for simple radar systems 
where high output power is required.6'92,94'95 Three types of magnetrons are 
in common use at millimeter wavelengths: rising sun, coaxial, and inverted. 

A magnetron is a cross-field device; it consists of a concentric cathode and 
anode with resonant cavities and a magnet; Fig. 3.58 shows a rising sun type 
magnetron. The magnet applies a strong magnetic field perpendicular to the 
axis of symmetry, while a radial electric field is applied between the anode 
and the cathode. The dc voltage between the anode and the heated cathode 
draws electrons from the cathode, which, because of the transverse magnetic 
field, follow a curved path toward the anode. Near the anode the rf field either 
accelerates an electron so that its path becomes more curved, and it returns 
to the cathode, or the field decelerates an electron so that its path is less curved, 
and it reaches the anode. The decelerated electrons transfer part of their po- 
tential energy to the rf field. Because of this mechanism, electron clouds form 
spokes that rotate around the cathode at the proper velocity to transfer energy 
to the rf field and maintain oscillation. Table 3.7 lists the characteristics of 
some commercially available millimeter-wave magnetrons. 

Klystrons, Extended Interaction Oscillators, and Extended Interaction Ampli- 
fiers. Klystrons are linear beam tubes in which the rf field bunches electrons 
traveling in a drift space, and the bunched electrons induce currents in the 
output circuit. The three types available include klystron amplifiers, multi- 
cavity klystron oscillators, and reflex klystron oscillators.6,92-94'95 
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Fig. 3.58   Rising sun magnetron. 

Klystron amplifiers have high gain and high peak power but narrow band- 
width. Figure 3.59 is a sketch of a three-cavity klystron amplifier; a magnetic 
field from a solenoid or a permanent magnet focuses the electron beam that 
passes through the drift tube. The anode accelerates the electrons that pass 
through the first cavity where they are bunched by the input rf field. After 
further bunching in the second cavity, the bunched electrons transfer energy 
to the rf field at the output cavity. Each of the cavities is resonant at a particular 
frequency, and the cavity tuning determines the gain and bandwidth. With 
proper feedback from the output cavity to the input cavity, the klystron acts 
as an oscillator. The VKA-7852A, a pulsed klystron amplifier in the 33- to 
36-GHz frequency band, provides 2.5 kW of peak power with a 10% duty cycle, 
130 MHz of bandwidth, and a 47-dB gain. A cw tube, the VA-928, has an output 
power of 1 kW. 

A reflex klystron has a single resonant cavity. Electrons from the cathode 
are bunched while passing through the cavity toward the reflector on the other 
side, the reflector repels the electrons, and they travel back through the cavity 
a second time with the proper phase relationship to add energy to the rf field 
and sustain the oscillation. Commercially available reflex klystron oscillators 

Table 3.7   Typical Parameters of Commercially Available MMW Magnetrons 

Type 

Center 
Frequency 

(GHz) 
Peak Power 

(kW) 
Peak Voltage 

(kV) 
Peak Current 

(A) 
Pulse 
Width 

Duty 
Cycle 

SFD-332 32.9-33.5 60 18 16 1-2 M-S 0.002 
M5154 33-37 1.3 4 1.5 400 ns 0.0016 
MG5311 34.5-35.5 50 14.5 14.5 200 ns 0.0004 
VMA-1616 34.6-35.4 25 12 9 1-2 M-S 0.002 
M5057 78-82 6.0 11 5 50 ns 0.0002 
MG5294 94.2-96 2.5 10.5 6 50 ns 0.0005 
DX252 120 2.5 10 11 — 0.0002 
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Fig. 3.59   Three-cavity klystron amplifier; magnetic field parallel to electron beam. 

provide 500 mW of power for airborne radars or for pumping parametric am- 
plifiers at frequencies up to about 95 GHz, 100 mW at 140 GHz, and 10 mW 
at 220 GHz. Solid-state sources are preferred for lower power applications. 

Extended interaction oscillators (EIO) and amplifiers (EIA) provide hundreds 
of watts of average power and kilowatts of peak power at millimeter-wave 
frequencies from relatively small, lightweight packages suitable for ra- 
dars.6'94'96 An extended interaction klystron is a linear beam tube where the 
electrons interact with the rf field along several interaction gaps per cavity, 
as sketched in Fig. 3.60(a); a conventional klystron has only one gap per cavity. 
The extended interaction between the electron beam and the gaps provides 
more efficient electron bunching, a higher interaction efficiency, and a higher 
gain-bandwidth product. Performance at millimeter-wave frequencies is com- 
parable to that of conventional klystrons at centimeter wavelengths in spite 
of higher losses. 

As shown in Fig. 3.60(b), the electron beam travels down a "ladderlike" 
circuit of alternating long and short slots in each rectangular cavity. Some 
electrons entering the ladder structure are influenced by accelerating fields 
and others by decelerating fields, and bunches are formed. Because the initial 
electron velocity is greater than the circuit phase velocity, the bunches drift 
into retarding fields and give up kinetic energy to the rf field. The collector at 
the far end of the drift space collects the electrons emerging from the final 
cavity. Figure 3.60(c) is a cross-sectional drawing of an EIO. With a 10-kV 
beam voltage, the electrons travel at about 20% of the speed of light. Because 
the electrons must reach successive slots in half an rf cycle, the slot spacing 
is 0.3 mm at a 95-GHz operating frequency. 

Extended interaction devices are available for both cw and pulsed operation; 
cathode or grid modulation is available for the pulsed tubes. Table 3.8 lists 
the power outputs and operating frequencies for some selected extended in- 
teraction tubes. The amplifier bandwidths are several hundreds of megahertz. 

Traveling-Wave Tubes. Traveling-wave tubes (TWTs) are well suited for 
wide bandwidth applications.92-95'97 A TWT, Fig. 3.61, contains an electron 
gun that sends a dense electron beam down the center of a slow-wave structure 
that supports a traveling wave that interacts with the electron beam. A col- 
lector at the end of the drift space collects the electrons after they have passed 
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Fig. 3.60 Extended interaction oscillator theory: (a) operation of extended interaction klys- 
tron, (b) electron and electric field at one instant in time, and (c) cross section of an EIO. 
(Courtesy of Varian Canada Microwave Products) 
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Table 3.8   Selected Extended Interaction Oscillators (EIO) and Amplifiers (EIA) 
(Varian Canada Microwave Products) 

Device 
Tube 
Type 

Frequency 
(GHz) 

Minimum Peak 
Output (kW) 

dc Beam 

Voltage (kV) Current (A) 

EIO VKQ 2456T 30-50 1.00 21.0 0.70 

EIO VKE 2457T 50-80 1.00 21.0 0.70 

EIO VKB 2445T 80-110 1.00 21.0 0.70 

EIO VKT 2458T 110-140 0.20 21.0 0.25 

EIO VKT 2459T 140-170 0.10 21.0 0.25 

EIO VKY 2460T 170-220 0.06 21.0 0.15 

EIA VKB 2449T 94-95 1.00 21.0 0.70 

EIA VKQ 247 IT 33-36 1.00 14.0 0.70 

through the slow-wave structure parallel to a focusing magnetic field. The 
electrons in the beam travel at a velocity close to the velocity of wave prop- 
agation in the slow-wave structure, and velocity modulation occurs at the input 
of the slow-wave structure. The bunched electrons near the slow-wave struc- 
ture output transfer energy to the rf field, and this energy is coupled out of 
the tube. The slow-wave structure is a helix for low-power tubes, but a helix- 
derived circuit, such as a ring bar or a ring loop, has a higher power capability 
than a helix. A typical millimeter-wave helix TWT has a bandwidth of 2 to 3 
GHz near 35 GHz. A coupled-cavity (CC) slow-wave structure has a higher 
thermal dissipation capability than a helix, and the output power of coupled- 
cavity TWTs is an order of magnitude higher, but a coupled-cavity TWT has 
a narrower bandwidth, typically 1 GHz at 35 GHz. 

The highest power TWTs use a solenoid to furnish the high magnetic field 
required to focus the beam, but lower power tubes use periodic permanent 
magnet (PPM) focusing. Both pulsed and cw TWTs are available; Fig. 3.62 
shows97 the peak output power for state-of-the-art pulsed U.S. TWTs between 
10 and 100 GHz. The output power for cw tubes of similar construction is about 
an order of magnitude less than the values shown in Fig. 3.62. The upper 
frequency limit for helix TWTs is 50 or 60 GHz, but coupled-cavity TWTs 
operate above 300 GHz. 
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Fig. 3.61   Helix TWT/ 1989, Microwave Journal, reprinted with permission) 
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Fig. 3.62   Output power of pulsed U.S. TWTs. (Adapted from Figs. 13 and 14 of Ref. 97) 

Backward-Wave Oscillators. A backward-wave oscillator (BWO) has a large 
electronic tuning range. BWOs, which are also known as carcinotrons, are 
similar to TWTs in that an electron beam interacts with a periodic slow-wave 
structure.6 With a BWO, however, the electron beam and the electromagnetic 
wave propagate in opposite directions, and the output power is extracted near 
the electron gun. The helix voltage controls the frequency. Although BWOs 
can be built from microwave frequencies to over 1000 GHz, solid-state sources 
have replaced BWOs at the lower frequencies. Table 3.9 lists the frequency 
ranges and minimum output powers for some commercially available BWOs; 
the output power increases at the upper end of a tube's frequency band. 

3.4.2.2    Solid-State Sources 

The power outputs of millimeter-wave solid-state devices are much less than 
those of millimeter-wave tube sources, and there is no prospect of making up 
this deficiency with existing technology. The advantages of solid-state devices 
include small size, no requirement for a magnetic focusing field, and a low 
operating voltage; there are a number of short-range applications where only 

Table 3.9   Typical MMW BWO Frequency Ranges 
and Powers 

Tube Type Frequency (GHz) 
Output Power 

(Minimum) (mW) 

VA-164M 26.5-40.0 10 

F 4076/CO 40B 68-72 500 

TH 4221 80-120 50 

TH 4223 180-210 10 

TH 4219 300-315 50 
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Fig. 3.63   Velocity field curves of GaAs and     Fig 3.64   Output power from commercial InP 
InP." (© 1989, Microwave Journal, reprinted     Gunn oscillators, 
with permission) 

solid-state sources are useful. Two-port solid-state sources include Gunn diodes 
and IMPATT diodes. Transistor amplifiers, which are three-port devices, are 
also available at the lower end of the band. Commercially available solid-state 
frequency multipliers provide output power up to 500 GHz. 

Gunn Diodes. Gunn diodes, also called transferred electron devices, are semi- 
conductors that generate rf energy because of the negative resistance that 
occurs when an electrical bias is present.6'98"102 Because of their very low 
amplitude modulation (AM) and phase modulation (PM) noise properties, Gunn 
oscillators make good local oscillators for radar receivers. Gunn oscillators are 
also used as low-power sources for transmitters and test instrumentation and 
as drivers for frequency multipliers; Gunn oscillators operate at frequencies 
up to 140 GHz. Fixed frequency, mechanically tuned devices with bandwidths 
up to 6 GHz, and varactor-tuned devices with bandwidths up to 1 GHz are 
available; injection-locked and phase-locked sources can also be purchased. 
Gunn diode amplifiers, which have lower noise but less power than IMPATT 
amplifiers, operate102 up to 100 GHz. 

Gunn diodes are transit time devices whose operating frequency is approx- 
imately equal to the inverse of the time it takes the carrier to cross the active 
region.100 If the bias across the semiconductor material is above a threshold 
value, the transfer of conduction band electrons from a low-energy, high-mobility 
valley to a higher energy valley with lower mobility causes a decrease in 
electron velocity with an increase in the electric field. This mobility decrease 
is equivalent to a negative resistance; see Fig. 3.63. With biasing in the neg- 
ative resistance region, there are oscillations that depend on the doping of the 
semiconductor material, the diode contact, and the local circuit. 

The most common Gunn diode semiconductor materials are GaAs and InP. 
The higher peak-to-valley ratio for InP results in higher efficiency than for 
GaAs. InP Gunn diodes have a higher output power than GaAs diodes above 
40 GHz; the power of GaAs diodes in the fundamental mode drops rapidly 
above 70 GHz, although oscillation at higher frequencies is possible in a har- 
monic mode. Figure 3.64 plots the output power from typical commercially 
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available cw Gunn oscillators made of InP. The efficiency of InP diodes de- 
creases from about 13% at 35 GHz to about 5% at 94 GHz. 

IMPATT Diodes. IMPATT diodes are two-terminal devices that generate rf 
power because of the negative resistance that results when an electrical bias 
is present99,100; IMPATT devices are useful as pulsed or cw oscillators or am- 
plifiers. The name IMPATT stands for impact avalanche and transit rime. 
Because IMPATT diodes have high AM noise, they do not make good local 
oscillators when the intermediate frequency is below 1 GHz. Although GaAs 
diodes have higher efficiency and power below 50 GHz, silicon diodes, which 
operate up to 300 GHz, produce more power at higher frequencies. 

IMPATT diodes have either a single- or a double-drift structure. Figure 3.65 
shows doping concentration for a double-drift structure that generates higher 
power than a single-drift structure because there are two drift zones and the 
junction area can be made larger. The diode consists of a heavily doped p region 
(p+), moderately doped/) and n regions, and a heavily doped n region (n+); 
the heavily doped outer regions are connected to metal contacts. In operation, 
the p-n junction is reverse-biased to the breakdown voltage. If a high-frequency 
sinusoidal voltage is superimposed, impact ionization occurs during the posi- 
tive voltage swing, and the current generates peaks near the end of the positive 
swing. The holes and electrons comprising this avalanche current move in 
opposite directions across their respective drift regions at the saturated drift 
velocity under the influence of the dc bias field. The drift regions have the 
proper length so that the current induced in the external rf circuit is 180 deg 
out of phase with the voltage; this causes a negative rf resistance and the 
generation of rf power. 

IMPATT diodes are designed differently for cw and pulsed operation. The 
peak power output of the pulsed diodes is an order of magnitude higher than 
that of the cw diodes for pulse lengths that are short compared with the thermal 
time constant of the semiconductor. The frequency of a pulsed IMPATT changes 
during a pulse because of thermal heating unless the bias current is controlled. 
Figure 3.66 shows the state-of-the-art output power for single-diode cw and 
pulsed IMPATT oscillators. According to theory, the power varies inversely 
with the frequency below about 100 GHz because of thermal limitations; above 
100 GHz, space charge limits the device current, and the power decreases 
inversely with the square of the frequency. Measured output powers vary 
approximately as the inverse third power of the frequency above 100 GHz. 
IMPATT oscillators can be tuned mechanically or by changing the bias. There 
are various techniques to combine the outputs of a number of IMPATT diodes 
to increase the overall output power to several times that available from a 
single diode. 

IMPATT amplifiers operate in either the reflection mode or the injection- 
locked oscillator mode; both modes use a three-port circulator as an input 
device. In the reflection mode, the input power passes through one port of the 
circulator to the IMPATT diode. The IMPATT acts as a stable amplifier if the 
impedance of the circuit connected to the diode is greater than the negative 
resistance of the diode, and the diode output power then passes back through 
the circulator to the output port. For injection locking, a stable input signal 
passes through the circulator to an oscillating IMPATT diode, and the phase 
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of the oscillator locks to the phase of the input signal. Injection-locked ampli- 
fiers have nearly the same stability and noise characteristics as the locking 
signal and more gain but less bandwidth than the reflection amplifier. With 
injection locking, the output power does not go to zero with no input, unless 
the bias current is reduced. 

A wide variety of cw and pulsed IMPATT oscillators and amplifiers is avail- 
able. Up to 40 W of pulsed power at 35 and 95 GHz and 1 W at 140 GHz are 
available with an injection-locked amplifier over a 500-MHz bandwidth with 
a four-diode combiner. Injection-locked cw amplifiers provide100 25 W of power 
and 1.5 GHz of bandwidth at 30 GHz, 25 W and 2 GHz of bandwidth at 45 
GHz, and 10 W and 2 GHz of bandwidth at 60 GHz. IMPATT diodes are still 
the only practical solid-state devices for higher power levels at millimeter 
wavelengths. 

Millimeter-Wave Transistors. Recent developments in millimeter-wave three- 
terminal devices such as the GaAs metal-semiconductor field effect transistor 
(MESFET) and the high electron mobility transistor (HEMT) have resulted in 
the availability of amplifiers and oscillators in the millimeter-wave region" 
below 60 GHz. Although the power output is now lower, transistor amplifiers 
are likely to replace Gunn and IMPATT devices for many applications below 
100 GHz in the future. Commercially available transistor amplifiers now have 
2 W of output power at 35 GHz and 200 mW at 44 GHz. A noise figure of 4.3 
dB has been obtained at 35 GHz. 
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Frequency Multipliers. Frequency multipliers utilize the nonlinear proper- 
ties of semiconductor diodes to convert input power at one frequency to output 
power at a higher frequency.85'98 Frequency multipliers are useful in low-power 
applications where it is easier or cheaper to generate power at a lower input 
frequency; the local oscillator for a mixer is a typical application. The output 
of a frequency multiplier is phase coherent with the input signal. A wide 
variety of frequency multipliers exist with different bandwidths and efficien- 
cies; frequency multiplication factors of 2,3, or 4 are typical. The output power 
from commercial frequency multipliers varies from tens of milliwatts at 35 
GHz to 1 or 2 mW at 300 GHz. 

3.4.3    Transmission Lines 

There are a number of different millimeter-wave transmission lines: coaxial 
cable is in use at the low end of the band, waveguide, over the entire band, 
and quasioptical transmission line, at the upper end. Planar transmission lines 
find application in millimeter-wave integrated circuits and phased-array 
antennas. 

3.4.3.1 Coaxial Cable 

Coaxial cable is usable at frequencies where only the TEM mode propagates; 
consequently, the cable dimensions must be small to prevent higher order 
mode propagation. Families of millimeter-wave coaxial components are 
available103 for operation up to 50 GHz, although cable losses are high: 1 dB/ft 
at 40 GHz and 0.8 dB/ft at 30 GHz. Connectors and cables are now becoming 
available for operation up to 65 GHz, and it is likely that the operating fre- 
quency of coaxial connectors will be raised104 to 110 GHz. 

3.4.3.2 Waveguide 

Conventional Waveguide. Conventional waveguide continues to be in wide- 
spread use in millimeter-wave radar systems, and commercial vendors man- 
ufacture conventional waveguide components up to 140 to 220 GHz. Waveguide 
is a hollow tube of uniform cross section with conducting walls that confine 
the electromagnetic field. The solutions of Maxwell's equations determine the 
electromagnetic field within the waveguide, and there are two basic sets of 
solutions or modes.6,105,106 The transverse electric, TE or H modes, have no 
longitudinal electric field component parallel to the direction of propagation 
along the length of the guide, whereas the transverse magnetic, TM or E modes, 
have no magnetic field component parallel to the direction of propagation. A 
TEM mode, where both the electric and magnetic field are transverse to the 
direction of propagation, is not possible in a hollow waveguide. 

The dimensions of the waveguide and the frequency determine the propa- 
gating modes, and each mode has a cutoff frequency below which the mode 
will not propagate; hence, a waveguide acts as a high-pass filter. The TEio 
mode has the lowest cutoff frequency fc, where 

fc = ia ■ (3126) 
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Fig. 3.67   Rectangular waveguide: (a) geometry and (b) transverse electric field for TEio 
mode. 

Here c is the velocity of light, and a is the guide width. A conventional wave- 
guide, Fig. 3.67, is rectangular in shape with a height b that is half the width 
a. The normal frequency range of operation for conventional waveguide is 
somewhat above the cutoff frequency of the TEio mode and below the cutoff 
frequency of the next higher propagating mode to avoid the conversion of power 
from the TEio mode to unwanted higher order modes. Figure 3.67 also shows 
the electric field distribution for the TEio mode: the field strength is constant 
in the y direction, and it varies sinusoidally in the x direction with a maximum 
at the center of the guide and zero intensity at the ends of the guide. There 
can be no component of the electric field parallel to the sides of the guide. 

The wavelength in an air-filled guide is always greater than in free space. 
In an air-filled guide, the guide wavelength \g is 

(3.127) 
[1   -   (\/\e)2]1/2   ' 

Here X is the free-space wavelength and Xc is the cutoff wavelength. 

K = 
f 

where f is the frequency and 

X.C = 2a . 

The phase shift <}> for a distance increment z along the guide is 

if = ßz , 

where the phase constant ß is 

(3.128) 

(3.129) 

(3.130) 

„      2ir      2TT 

-'£ 
V2 

(3.131) 
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Table 3.10   Parameters for Coin Silver Millimeter Waveguides for TEio Mode 
(voltage breakdown = 15,000 V/cm) 

Designator 
Jan & WR 

Inner 
Dimensions 

(in.) 

Normal 
Operating 

Range (GHz) 

Cut-off 
Frequency 

(GHz) 

Theoretical 
cw Breakdown, 

Low to High 
Freq. (kW) 

Estimated 
Attenuation, 
Low to High 
Freq. (dB/ft) 

RG-96/U 
WR-28 

0.280 x 
0.140 

26.5-40.0 21.081 22-31 0.28-0.19 

RG-97/U 
WR-22 

0.224 x 
0.112 

33.0-50.0 26.342 14-20 0.39-0.26 

WR-19 
0.188 x 

0.094 
40.0-60.0 31.357 10-14 0.49-0.34 

RG-98/U 
WR-15 

0.148 x 
0.074 

50.0-75.0 39.863 6.3-9.0 0.71-0.49 

RG-99/U 
WR-12 

0.122 x 
0.061 

60.0-90.0 48.350 4.2-6.0 0.98-0.66 

WR-10 
0.100 x 

0.050 
75.0-110.0 59.010 3.0-4.3 1.28-0.89 

RG-138/U 
WR-8 

0.080 x 
0.040 

90.0-140.0 73.764 1.8-2.6 1.90-1.23 

RG-136/U 
WR-7 

0.065 x 
0.0325 

110.0-170.0 90.786 1.2-1.7 2.65-1.70 

RG-135/U 
WR-5 

0.051 x 
0.0255 

140.0-220.0 115.71 0.71-1.07 3.81-2.41 

Most commercial millimeter waveguides are made of coin silver, which is 
90% silver and 10% copper. Tischer107 measured the attenuation of commercial 
coin silver waveguides, and he found that the attenuation was 5 to 15% above 
the theoretical coin silver values because of surface roughness. The excess 
attenuation of copper waveguide is much higher because of a room temperature 
anomaly of the skin effect. The attenuation a, in decibels per 100 ft, for com- 
mercial coin silver millimeter waveguide operating in the TEio mode with a 
vacuum dielectric is approximately106 

1.34 r, JA / f\to (f\ -1/2" 

0.5   T f            + ~ L   W \fj \tJ 
a 

a/2[{flfcf - 1] 1/2 [dB/100 ft] (3.132) 

Figure 3.67 shows the waveguide dimensions a and b, which are in inches in 
this formula; f is the operating frequency, and fc is the cutoff frequency. 

Table 3.10 lists the important parameters for the commercial millimeter 
waveguide sizes listed in most catalogs. The theoretical cw breakdown values 
assume a 15,000 V/cm breakdown voltage for air, which results in a safety 
factor of about 2 for sea level.106 The allowable temperature rise of the wave- 
guide determines the average power which the waveguide can handle.6 The 
attenuations in Table 3.10 for coin silver waveguide are 125% of the theoretical 
values for pure silver waveguide to account for the higher resistivity of coin 
silver and the surface roughness. 
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Oversize Waveguide. Oversize waveguides have lower attenuation and higher 
power handling capabilities than conventional waveguides in which only the 
TEio mode propagates. A conventional waveguide is unsuitable for many 
millimeter-wave applications requiring low attenuation or high power. Over- 
size waveguides have dimensions much larger than the operating wavelength, 
and a large number of unwanted modes can propagate. In addition to wall 
attenuation, power loss occurs because of the conversion of energy from the 
desired TEio mode to unwanted higher order propagating modes; energy con- 
version occurs at guide imperfections, discontinuities, and waveguide transi- 
tions to or from a smaller size guide. Oversize rectangular and circular wave- 
guides are both in use.6 

Oversize circular waveguide is applicable for situations where the atten- 
uation of oversize rectangular waveguide is too large. The attenuation of TEnm 

modes in circular waveguide, which have a circular electric field, decreases 
with increasing frequency, and the attenuation approaches zero at infinite 
frequency. Thus, oversize circular waveguide can transmit millimeter-wave 
power over long distances with very low loss. 

3.4.3.3    Microstrip Transmission Line 

Microstrip transmission line consists of a strip conductor on a dielectric sub- 
strate mounted on top of a conducting ground plane; Fig. 3.68 shows a sketch 
of microstrip geometry.6,108-110 It can be shown that microstrip transmission 
lines employ a nontransverse electromagnetic (non-TEM) propagation mode. 
Because of the fringing electric and magnetic fields at the dielectric interface, 
longitudinal components of the electric and magnetic fields must exist. The 
fringing fields are, however, much smaller than the main field in the dielectric 
between the two conductors, and the deviation from TEM propagation is small, 
although the deviation increases with frequency. 

One application for microstrip transmission lines at millimeter wavelengths 
is in microstrip patch arrays. Because of its open structure, discrete components 
can be mounted on microstrip or variations of microstrip such as inverted 
microstrip (also shown in Fig. 3.68) for the construction of hybrid integrated 
circuits. Microstrip transmission lines find application in hybrid or monolithic 
integrated circuits up to 140 GHz. 

The characteristic impedance of microstrip is typically from 25 to 125 il; 
the measured attenuation of 50-Ü microstrip lines used for antennas is on the 
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Fig. 3.68   Microstrip and inverted microstrip transmission lines. 
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order of 0.08 to 0.16 dB per guide wavelength. The microstrip wavelength A.„ 
depends109 on the effective dielectric constant ere: 

Xm  — (3.133) 

where X is the free-space wavelength. The effective dielectric constant is a 
function of the microstrip dimensions, the relative dielectric constant er of the 
substrate, and the frequency; \m can be 30 to 70% of the free-space wavelength. 
The dimensions of microstrip lines decrease with increasing frequency, and 
factors such as higher mode excitation, losses, construction tolerances, and 
mechanical stability limit the maximum operating frequency. 

3.4.3.4    Other Millimeter-Wave Transmission Lines 

In addition to coax, waveguide, and microstrip, there are a number of other 
types of millimeter-wave transmission lines, and more than 15 types have been 
used for hybrid millimeter-wave integrated circuits. Brief descriptions of three 
other types of transmission lines follow. 

Fin Line. Fin line is in wide use in millimeter-wave integrated circuits at 
frequencies up to 140 GHz; fin line is essentially a printed circuit ridged 
waveguide that has more bandwidth and a higher Q than microstrip.6,108 Fin 
line consists of printed circuit fins on one or both sides of a dielectric substrate 
which is mounted across a rectangular waveguide parallel to the electric field, 
as shown in Fig. 3.69. Typical characteristic impedances range from 100 to 
600 fl, and the guide wavelength can vary from 0.9 to 1.6 times the free-space 
wavelength. 

Coplanar Guide. Coplanar guide consists of a center strip between two ground 
planes parallel to and in the plane of the strip on top of a dielectric substrate 
(see Fig. 3.70).6'110 Because of its planar geometry, coplanar guide is suitable 
for millimeter-wave integrated circuits, but it is not as popular as microstrip. 
Like microstrip, coplanar guide uses quasi-TEM propagation. 

Image Line. Image line consists of a dielectric substrate with a rectangular 
cross section on a ground plane, as shown6 in Fig. 3.71. Image line finds use 
in both passive and active integrated circuits, and active devices can be built 
directly on the dielectric substrate. Energy propagates in a transverse electric 
mode as in rectangular waveguide. 

Dielectric 

(a) (b) 

Fig. 3.69   Fin lines: (a) unilateral and (b) bilateral. 
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Fig. 3.70   Coplanar transmission line. 
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Fig. 3.71   Image line. 

3.4.4    Mixers and Detectors 

3.4.4.1 Schottky Diodes. Important receiver parameters include noise fig- 
ure, bandwidth, dynamic range, and the level of the intermodulation products 
generated. Although low-noise preamplifiers are becoming increasingly pop- 
ular at frequencies up to 50 GHz, Schottky barrier mixers are less expensive 
for applications below 50 GHz, and they are the most suitable front-end com- 
ponent at higher frequencies where low-noise preamplifiers are not yet avail- 
able. In addition to the mixer contribution, the local oscillator and IF amplifier 
contributions to the overall receiver noise figure are also significant.111 

A Schottky diode has a metal-to-semiconductor contact whose rectifying 
properties are similar to those of a conventional p-n junction, but the lower 
barrier potential results in higher sensitivity, an advantage for unbiased op- 
eration with a low local oscillator drive level. Because the current flowing 
through a Schottky diode is the result of majority carrier flow, there are no 
charge storage effects because of the absence of minority carriers.6'100 The 
honeycomb and beam-lead Schottky diodes shown in Fig. 3.72 are both in use 
at millimeter wavelengths, and the two diode types have the same basic junc- 
tion characteristics. 

The top surface of the honeycomb structure is a protective silicon dioxide 
layer through which an array of 2- to 5-|xm-diam circular holes is etched. The 
silicon dioxide layer is on top of an n-type epitaxial layer grown on a n+ 

substrate; the semiconductor material is GaAs. There is an ohmic contact on 
the bottom of the n+ substrate. The Schottky barrier junction is formed by 
depositing gold or another suitable conductor on the n-type epitaxial layer 
through the holes in the silicon dioxide. A whisker contact is made to one of 
the small diodes. The honeycomb diodes, which have a higher cutoff frequency 
than beam lead diodes, exhibit the best performance possible at millimeter 
wavelengths, but the whisker contact is unreliable in the presence of shock or 
vibration. Honeycomb diodes are poorly suited to low-cost volume production. 
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Fig. 3.72   Schottky barrier diodes: (a) honeycomb and (b) planar beam lead. (Courtesy of 
Hughes Aircraft Company) 

A beam lead diode also contains an n-type epitaxial layer grown onan + 

substrate. One lead to the diode makes an ohmic contact to the n+ substrate, 
and the Schottky barrier is formed between the other lead and the n-type 
epitaxial layer. The beam lead diode is suitable for mass production, and it is 
mechanically reliable. 

The current-voltage characteristic of a diode determines its nonlinear 
resistance.6 

exp 
eV 

nkT 
- 1 (3.134) 

Here I is the current, Is is the saturation current, e is the electronic charge, 
V is the junction voltage, n is the ideality factor (about one for a Schottky 
diode), k is Boltzmann's constant, and T is the absolute temperature of the 
crystal. Schottky barrier diodes are now the only diodes in widespread use for 
millimeter-wave detectors, mixers, upconverters, and downconverters; Schottky 
barrier diodes are used in components built in waveguide, fin line, microstrip, 
other types of transmission line, and in monolithic integrated circuits. 

3.4.4.2 Detectors. Single diodes that rectify and detect low-level rf signals 
are called video detectors.101 The sensitivity of a diode depends on its noise 
properties and its equivalent circuit: diode noise contributors include thermal 
noise, shot noise, and flicker noise. The random motion of electrons in a re- 
sistance causes thermal noise, whereas shot noise is the result of the random 
crossing of electrical carriers through a junction. Thermal noise is constant 
from dc to 1 GHz, and shot noise is constant from dc to 100 MHz. Flicker noise, 
which is the dominant noise source in video detectors, is not well understood; 
it appears to be related to semiconductor surfaces in detectors. Because flicker 
noise power varies inversely with the frequency below a corner frequency, 
flicker noise is high at low frequencies. 
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Video detectors have a flat response over wide rf bandwidths; their sensi- 
tivity is proportional to the square root of the bandwidth of the amplifier 
following the detector. The tangential sensitivity (TSS), which describes the 
noise performance of a video detector, is the input signal level that gives an 
output SNR of 8 dB. For a bandwidth of 40 Hz at an output center frequency 
of 1 kHz, commercial detectors have TSS values101 varying from - 59 dBm at 
60 GHz to -40 dBm at 300 GHz. 

3.4.4.3 Mixers. A superheterodyne receiver has much better sensitivity 
than a video detector receiver, and amplification is much easier at an inter- 
mediate frequency than at the rf carrier frequency. In a superheterodyne re- 
ceiver, the rf signal and the local oscillator signal are both applied to the mixer 
diode, and the nonlinear resistance of the diode results in a large number of 
modulation products. In normal operation, the signal frequency equals the 
local oscillator frequency plus or minus the intermediate frequency. The IF 
amplifier amplifies the difference frequency, and the higher frequency outputs 
of the mixer are filtered out. The IF center frequency is normally high enough 
to avoid the flicker noise of the mixer. 

A balanced mixer has two diodes, and the voltage across one diode is the 
sum of the signal plus the local oscillator, whereas the voltage across the other 
diode is the signal minus the local oscillator. A balanced mixer has better 
performance than a single-ended (single-diode) mixer because of the reduction 
in spurious responses, and the 20- to 30-dB suppression of the local oscillator 
noise sidebands. Millimeter-wave balanced mixers are commercially available 
up to 140 GHz; single-ended mixers are commercially available through the 
entire millimeter-wave band. 

Using the cascade noise figure equation, it can be shown that the noise 
figure F of a mixer is6 

F = LC(NR + FIF - 1) , (3.135) 

where Lc is the conversion loss between the signal and IF terminals, NR is 
the noise ratio of the mixer, and Fw is the noise figure of the IF amplifier. The 
noise ratio is the output noise power seen at the IF terminal divided by the 
output power of a resistor with the same IF impedance seen looking into the 
mixer when the local oscillator is present. Because NR equals 0.85 to 1.05 for 
Schottky barrier diodes, NR is approximately unity, and the noise figure of a 
mixer and an IF amplifier is 

F = Lc + Fw   [dB] , (3.136) 

when all quantities are expressed in decibels. A low conversion loss and a low 
IF noise figure are thus essential for a good overall noise figure. The IF noise 
figure increases as the IF bandwidth increases; IF bandwidths of up to 18 GHz 
are available with millimeter-wave mixers. 

Because it is difficult to separate noise contributions from the upper and lower 
sidebands at the mixer input during noise figure measurements, millimeter- 
wave catalogs normally provide the double-sideband (DSB) noise temperature 
or noise figure rather than the single-sideband (SSB) values. The SSB noise 
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Fig. 3.73   Typical noise figure of commercial MMW mixers. 

figure is applicable to a radar where a signal is present only at the signal 
sideband, but noise is received through both the signal and image sidebands. 
The DSB noise figure is appropriate for radiometers which utilize both mixer 
sidebands. With equal conversion loss at both sidebands, it can be shown that 
the SSB and DSB noise temperatures, T(SSB) and T(DSB), and noise figures, 
F (SSB) and F (DSB), are 

T(SSB) = 27\DSB) = 580[F(DSB) - 1] , 

F(SSB) = 2F(DSB) . 

(3.137) 

(3.138) 

Figure 3.73 shows plots of typical SSB and DSB noise figures versus frequency 
for commercial millimeter-wave mixers, assuming an IF noise figure of about 
1.5 dB. 

At the higher millimeter-wave frequencies, harmonic or subharmonic mix- 
ers are sometimes used to take advantage of cheaper sources at lower fre- 
quencies. With these mixers, the signal mixes with the second or higher har- 
monic of the local oscillator frequency. A harmonic mixer employs a single 
diode, but the subharmonic mixer has antiparallel diodes to suppress unwanted 
modulation products.6 A typical noise figure for a subharmonic mixer using 
the second harmonic is only 1.5 dB higher than for a fundamental mixer. 
Harmonic mixers using a higher harmonic of the local oscillator degrade in 
performance as the harmonic number increases, and the noise figure is much 
higher than that of a fundamental mixer. 

3.4.5    Waveguide, Ferrite, and Switching Components 

3.4.5.1 Standard Components. Although some of the simpler waveguide 
components are commercially available at frequencies up to 220 GHz or even 
300 GHz, waveguide losses increase, and many components are either un- 
available or have poor performance111 beyond 140 GHz. Components required 
for millimeter-wave radars are in common use from 30 to 140 GHz, but the 
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lower the frequency, the better the performance: losses increase and power 
handling capabilities decrease with increasing frequency. Waveguide atten- 
uators, loads, directional couplers, tuners, tees, niters, etc., are catalog items 
up to 140 GHz or higher, and such devices can also be fabricated in microstrip 
and other transmission lines. 

3.4.5.2 Ferrite Devices. Millimeter-wave ferrite devices include circula- 
tors, isolators, switches, phase shifters, and polarization switches for 
antennas85,111,112; circulators and isolators are the ferrite devices most widely 
used. As shown in Fig. 3.74, a three-port circulator can serve as a duplexer to 
separate a transmitter and receiver connected to the same antenna, or as an 
isolator to absorb unwanted reflections from a load when the third port is 
terminated in a matched load. Both fixed and switching circulators are sold; 
the switching versions serve as variable attenuators or for load switching. 

Although the first circulators utilized Faraday rotation, most present devices 
are either differential phase shift or Y-junction circulators. Differential phase- 
shift circulators, which utilize the nonreciprocal phase shift properties of fer- 
rites in an applied magnetic field, find application for very high peak or average 
powers. The Y-junction circulator, however, is more common; the operation of 
a Y-junction circulator depends on the resonance properties of ferrite material, 
which is usually in the form of a circular disk with an applied magnetic field 
normal to the disk. 

The important properties of a circulator are its insertion loss, isolation, input 
voltage standing wave ratio, bandwidth, and peak and average power handling 
capabilities. The insertion loss for a differential phase shift circulator increases 
from about 0.5 dB at 30 GHz to 1.3 dB at 100 GHz with an isolation of about 
20 dB. The peak power decreases from about 50 kW at 30 GHz to 4 kW at 100 
GHz. Y-junction circulators have a peak power capability 7 to 10 dB below 
that of differential phase shift circulators. Low-power isolators and circulators 
are available at frequencies up to 170 or 220 GHz. 

Antenna 

Signal 
Source 

Isolator Load 

Fig. 3.74   Circulator and isolator operation. 
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Ferrite phase shifters vary the phase along a signal path without changing 
the physical path length113; their major use is in electronic antenna scanning. 
Phase shifters are two-port devices that have a low insertion loss and a low 
standing wave ratio. Reciprocal phase shifters have the same variable differ- 
ential phase shift in both directions of propagation, whereas the differential 
phase shift depends on the direction of propagation for nonreciprocal phase 
shifters. With a latching phase shifter, a current drives the ferrite into satu- 
ration at one end of the hysteresis curve, the current is then removed, and the 
magnetic bias remains. A nonlatching phase shifter requires a continuous 
current to maintain the magnetic bias. 

The two types of ferrite phase shifters in use at millimeter wavelengths are 
both latching phase shifters: the twin-toroid phaser is nonreciprocal, whereas 
the dual-mode phaser is reciprocal. The ferrite materials used in their con- 
struction have a hysteresis loop that is nearly square. The twin-toroid and 
dual-mode phase shifters cover the frequency range from about 2 to 94 GHz 
with an insertion loss that increases from about 0.8 dB at 30 GHz to 2.5 or 
3.5 dB at 94 GHz. The phase shift can be continuously varied over a range of 
more than 360 deg in a typical unit. At millimeter frequencies, the switching 
time for a twin-toroid phase shifter is of the order of 1 |xs, whereas a dual- 
mode phase shifter has a switching time of the order of tens of microseconds. 

3.4.5.3 Semiconductor Switching Components. Millimeter-wave radar 
systems make extensive use of semiconductor control devices for switches, 
phase shifters, attenuators, limiters, and biphase modulators.6,85,100'114 Semi- 
conductor switching components include Schottky-barrier diodes, and field- 
effect transistors (FETs), but silicon p-i-n diodes are used most frequently. A 
p-i-n diode has a heavily dopedp region and a heavily doped n region separated 
by a lightly doped intrinsic region with high resistivity. The p-i-n diode has 
very low impedance with forward bias and very high impedance with reverse bias. 

Important properties of semiconductor switches include insertion loss, iso- 
lation, power handling capability, and switching time. Single-pole-single-throw 
(SPST) and single-pole-double-throw (DPDT) p-i-n switches are commercially 
available up to 110 GHz. A typical SPST switch covers a full waveguide band- 
width with an isolation of about 20 dB and an insertion loss that increases 
from about 1 dB at 30 GHz to 2 dB at 100 GHz. The peak and cw power- 
handling capacities are 10 and 1 W, respectively. The switching time is typ- 
ically 250 ns for a broadband switch, but high-speed switches with narrower 
bandwidths have 1-ns switching times.100 

3.4.6    Quasioptical Components 

At the higher millimeter-wave frequencies, problems with waveguide com- 
ponents include relatively high losses, tight manufacturing tolerances, and 
difficulty in performing certain functions. Quasioptical techniques are becom- 
ing increasingly popular because of their relatively low loss, wide bandwidth, 
multipolarization capability, and versatility. Although quasioptical techniques 
are often applied at lower frequencies, they are particularly useful above 140 
to 200 GHz, where waveguide components become unattractive. Quasioptical 
components include transmission lines, power combiners, power dividers, po- 
larization processors, multiplexers, filters, mixers, and detectors.115-117 
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Fig. 3.76   Polarizing grid to separate two received 
signals. 

Quasioptical techniques use Gaussian beams propagating through free space. 
Gaussian beams have an electric field distribution of the form 

E(r) 
E(0) 

= exp[- (r/w)2] (3.139) 

perpendicular to the direction of propagation. Here r is the distance from the 
propagation axis and w is the beam radius where the electric field is 36.8% of 
its on-axis value. A Gaussian beam maintains its form as it propagates, and 
it can be focused to a minimum size called the beam waist. The wave fronts 
are collimated at the beam waist, but they become curved as the distance from 
the waist increases. Figure 3.75 shows a beam waveguide for power trans- 
mission; a series of dielectric lenses refocuses the Gaussian beam at periodic 
intervals to control beam spreading. A clear diameter of 3.5 to 4 times the 
waist is necessary to prevent excessive truncation at the beam edges. 

The polarizing grid in Fig. 3.76 is an example of a commercially available 
quasioptical component for beam division. The closely spaced wires reflect 
nearly 100% of the incident field whose electric vector is parallel to the wires 
and transmit the electric field components perpendicular to the wire; hence, 
the polarizing grid separates signals at two different frequencies that have 
polarizations parallel and perpendicular to the grid wires. 

3.4.7    Millimeter-Wave Integrated Circuits 

3.4.7.1 Hybrid Integrated Circuits. A hybrid microwave integrated circuit 
(MIC) is a circuit where printed transmission lines are photoetched on a low- 
loss dielectric substrate, and then active and passive devices, such as resistors, 
chip capacitors, transistors, mixer diodes, or p-i-n diodes, are added with suit- 
able bonding techniques to provide the required circuit function.110-118-120 Cir- 
cuit designers use a variety of media with a planar surface suitable for fab- 
rication using photomasking and etching; some of the most popular transmission 
line types include microstrip, suspended stripline, and fin line. Millimeter- 
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Fig. 3.77   Schematic diagram of a Gunn oscillator MMIC.120 (© 1990, Microwave Journal, 
reprinted with permission) 

wave hybrid microstrip components have been constructed up to 140 GHz. 
Hybrid MIC construction has the disadvantage of requiring many manual 
processing steps, which results in a reduction in yield and an increase in cost. 

3.4.7.1 Monolithic Microwave Integrated Circuits (MMIC). Future military 
applications of millimeter-waves will require large numbers of inexpensive 
components for precision guided munitions, sensor fused munitions, and phased- 
array antennas. Waveguide components needed for these applications are large 
and bulky, and waveguide and hybrid MIC components are not well suited to 
mass production. Because MMICs are the key to future large-scale millimeter- 
wave system deployment, the Department of Defense has sponsored the Mi- 
crowave and Millimeter Wave Integrated Circuits Program to improve the 
MMIC technology base. 

Fabricating all the active and passive components of a MMIC on the same 
substrate eliminates the need for discrete component mounting for hybrid 
MICs, and only a small number of wire bonds are required for outside con- 
nections.119 Figure 3.77 is a schematic diagram of a Gunn oscillator MMIC; 
the substrate material for a millimeter-wave MMIC is usually GaAs. Most 
past MMICs have performed only one function, but many functions can now 
be combined on a single chip.120 

3.5    APPLICATIONS 

3.5.1    Discussion 

Millimeter-wave radars have advantages and disadvantages compared with 
radars operating in the microwave frequency band and with optical sensors.1-7 

Compared with the microwave band, a millimeter-wave radar has the advan- 
tages of a narrower antenna beamwidth for a given aperture size; consequently, 
the antenna gain is higher, and the angular resolution is better. The narrow 
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beamwidth is also an advantage for multipath reduction for tracking airborne 
targets at low angles and for reduced electronic countermeasures vulnerability. 
Wide bandwidths are available at millimeter waves for fine range resolution 
and low probability of intercept operation, and Doppler frequency shifts are 
larger for a given target velocity. Other advantages include the smaller size 
and weight of components compared with microwave radars. 

One fundamental disadvantage of operation at millimeter-wave frequencies 
versus microwave frequencies is increased atmospheric attenuation. Although 
atmospheric losses in clear air, clouds, or rain are small at microwave fre- 
quencies, losses become significant in the millimeter-wave band and limit the 
operating range. Other disadvantages of millimeter-wave operation include 
higher receiver noise figures and lower transmitter power because of the smaller 
component size. Component availability is poorer at millimeter wavelengths, 
and components are more expensive. Most millimeter-wave radar systems have 
a maximum operating range of 10 to 20 km; microwave radars can operate at 
much longer ranges. 

The fundamental advantage of millimeter-wave radar compared with optical 
sensors is much better performance in adverse weather conditions or in the 
presence of smoke or dust: millimeter-wave radar can operate under circum- 
stances when an optical sensor is unusable. However, the angular resolution 
of an optical sensor is much better, Doppler shifts are larger, and the proba- 
bility of intercept can be lower. 

Section 3.5.2 presents a simple millimeter-wave design trade-off example, 
showing how information from Sees. 3.2, 3.3, and 3.4 can be applied to deter- 
mine system performance. Most millimeter-wave radars operate in the at- 
mospheric windows at 35 or 95 GHz where components are readily available, 
and the design example compares the performance of airborne mapping radars 
operating in these windows. The mapping radars are short-range systems that 
make strip maps of the terrain to either side of the flight path. Such radars, 
called SLARs (side-looking airborne radars), obtain cross-range resolution by 
using long antennas whose long dimension is parallel to the longitudinal axis 
of the airborne vehicle (see Fig. 3.78). References 121 and 122 have similar 
analyses. 

Fig. 3.78   Side-looking ground-mapping radar. 
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Typical millimeter-wave radar applications include 

1. seekers and missile guidance 
2. airborne radars for ground surveillance, fire control, or remote sensing 
3. ground-based radars for surveillance and fire control for ground targets 

and tracking of airborne targets or space objects 
4. instrumentation radars 
5. automotive warning and braking systems. 

Sections 3.5.3 to 3.5.7 review representative past, present, and possible future 
radar systems covering these applications. 

3.5.2    Design Trade-Off Example 

3.5.2.1 System Parameters. We assume that a small airborne platform 
such as a remotely piloted vehicle (RPV) carries the SLAR. The platform 
velocity is 250 m/s (486 kn), its altitude is 1 km, and the SLAR maps a swath 
extending from 1 to 10 km approximately perpendicular to the flight path; the 
forward motion of the platform scans the antenna. The range resolution pr is 
5 m, and space is available for a 3-m horizontal aperture. As discussed in Sec. 
3.2, the transmitted bandwidth Aß is 

r        3 x 108 

Aß = -f- = ?- ^- = 30 MHz . (3.140) 
2pr        2x5 

A 33.3-ns pulse width, therefore, provides the required bandwidth for 5-m 
range resolution. The cross-range (azimuth) resolution pa equals the product 
of the horizontal antenna beamwidth ßa and the slant range. As discussed in 
Sec. 3.2, 

% = f , (3.141) 

Pa  =  ßaR   , (3.142) 

where K is the wavelength, 0.00857 m at 35 GHz and 0.00316 m at 95 GHz; 
and L is the horizontal antenna aperture (3 m). The constant k depends on the 
aperture weighting for sidelobe reduction; a value of 1.2 is assumed. Figure 
3.79 shows plots of the resolution versus the ground range at the two frequencies. 

Assuming a flat earth, the grazing angle varies from 5.7 deg at a ground 
range of 10 km to 45 deg at 1 km. Elevation beam shaping, as sketched in 
Fig. 3.80, is necessary to provide return power that is relatively constant with 
ground range. A cosecant-squared elevation pattern is assumed to provide 
return power that is independent of slant range for a point target.121 The 
elevation gain pattern has the form 

GOIO = Cft2(csci|;)2 , (3.143) 

where C is a constant, h is the platform height, and I|J is the grazing angle. 
The maximum antenna gain for an antenna aperture whose dimensions are 

large compared with the wavelength is121 
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Fig. 3.80   Shaped elevation beam for 
surface search. 

Fig. 3.79   Resolution versus slant range. 
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where ßa and ße are the azimuth and elevation beamwidths in degrees, t\a is 
the antenna efficiency (about 0.5), and T|& is the elevation beam shaping loss 
(0.6). From Eq. (3.141), the azimuth beamwidths are 0.196 deg at 35 GHz and 
0.0724 deg at 95 GHz; the elevation beamwidth is approximately 4.6 deg with 
the cosecant-squared elevation pattern. With the peak response at a 5.7-deg 
depression angle, Gmax = 13,642 (41.3 dB) at 35 GHz and 36,933 (45.7 dB) at 
95 GHz. From Eq. (3.143), the gains as a function of grazing angle i|> become 

G(«|0 = 134.6(csci|i)2   at 35 GHz , 

G(v|i) = 369.3(csci|i)2   at 95 GHz . 

(3.145) 

(3.146) 

Radar performance in both clear air and rain is of interest. For clear air, 
we assume a temperature of 15°C and a water-vapor density of 7.5 g/m3; the 
middle curve in Fig. 3.31 gives an attenuation of 0.1 dB/km at 35 GHz and 
0.5 dB/km at 95 GHz. A moderate rainfall rate of 1 mm/h is assumed, and 
from Fig. 3.32, the rain attenuation is 0.2 dB/km at 35 GHz and 1.0 dB/km at 
95 GHz. The total attenuation with rain is the sum of the attenuations from 
the air with 100% relative humidity and the rain. At 15°C, the water-vapor 
density with 100% relative humidity is 12.8 g/m3, and the clear air attenuation 
with 100% humidity is approximately double the attenuation with a water- 
vapor density of 7.5 g/m3. Water-vapor attenuation is much higher than the 
oxygen attenuation at 35 or 95 GHz from Fig. 3.30, and clear air attenuation 
is approximately proportional to the water-vapor density. Hence, with 1 mm/h 
of rain, the total attenuation is about 0.4 dB/km at 35 GHz and about 2.0 
dB/km at 95 GHz. 

The clutter-to-noise ratio of the SLAR must be high enough for good ground 
painting; consequently, the reflectivity ao of the terrain is important. As dis- 
cussed in Sec. 3.3, Fig. 3.40 plots the average cro values computed with Eq. 
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(3.110) for a grass or crop background, which is assumed for this analysis. 
From Eqs. (3.27) and (3.30) in Sec. 3.2, the clutter cross section ac is 

CTc   =  CToßa-Rpr SeCl(j   . (3.147) 

For example, at 95 GHz at a ground range of 10 km, ty = 5.7 deg or 0.0995 
rad. Substituting 0.0995 rad into Eq. (3.110) with the constants in Fig. 3.40, 
o-o = -15.7 dB. Because ßa = 1.2 x 0.00316/3 = 0.001264 rad, crc = 
2.36 dBsm. 

We assume that the transmitter tube has a peak power of 10 kW at both 
35 and 95 GHz. Magnetrons with a peak power of over 100 kW are available 
in the United States at 35 GHz, and magnetrons with more than 10 kW of 
peak power have been built in the former USSR at 95 GHz, but may not be 
available from domestic sources. With a PRF of 5000 Hz, the duty cycle is 33 
x 10~9 x 5000 = 0.017%, and the first range ambiguity is at 30 km. 

3.5.2.2 Clutter-to-Noise Computations. The SLAR must have an adequate 
clutter-to-noise ratio to make good strip maps. In the clutter-to-noise compu- 
tations, the average clutter RCS in a resolution cell <rc becomes the signal, 
and o-c replaces the RCS o- of a point target in the radar equation. Thus, the 
single-pulse clutter-to-noise ratio (CNR) is 

PtGW2\2<reW 
(4-n)3R4kT0BFLrfLat 

CNRi = ,,  J,    "    _T,     . (3.148) 

Tables 3.11 and 3.12 list the radar parameters assumed at 35 and 95 GHz and 
show the clutter-to-noise computations for clear air at a 10-km range. The 
parameters are similar at the two frequencies, but the noise figure, rf losses, 
and atmospheric losses are higher at 95 GHz. Figure 3.81 plots the single- 
pulse CNR at the two frequencies for the clutter models assumed. 

The SLAR output data are displayed on a CRT or recorded on film or digital 
tape, and noncoherent integration increases the CNR. The noncoherent inte- 
gration gain depends on the number of pulses integrated and on the loss 
resulting from envelope detection rather than coherent detection. The number 
of pulses n noncoherently summed from a clutter cell equals 

ßqflPRF 
n =  77  , (3.149) 

where ßa is the azimuth - 3-dB beamwidth, R is the slant range, PRF is the 
pulse repetition frequency, and V is the velocity of the airborne platform. 

The return from a clutter cell becomes decorrelated with time or with changes 
in aspect angle.4047 From Fig. 3.44, for example, the normalized frequency 
spectrum for deciduous trees is 3 dB down at about 7 Hz for wind speeds of 0 
to 5 mph at 35 or 95 GHz. It can be shown that the decorrelation time is 
approximately 31 ms for a Gaussian spectrum; consequently, tree clutter from 
a resolution cell is constant for only about 150 pulses with a 5000-Hz PRF. 
Strom47 developed an approximate equation for the decorrelation angle ßd of 
a clutter patch for a SLAR, 
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Table 3.11   Clutter-to-Noise Ratio Computations at 35 GHz 

ßa   = = 3.43 x 10 "3 rad,   V = 250 m/s 

Parameter Value dB + dB- 

Pt Peak power 10,000 W 40.0 

G(>|»)2 Antenna gain squared 2 x 41.4 dB 82.8 

\2 Wavelength squared (0.00857)2 41.3 

<*c Clutter cell RCS - 0.20 dBsm 0.2 

(4TT)
3 33.0 

R4 Range to fourth power (10,000)4 m4 160.0 

kT0 Boltzmann's const, x 290 deg -204 dB (J) 204.0 

F Noise figure 7 dB 7.0 

B Bandwidth 30 MHz 74.8 

LM Microwave losses 4 dB 4.0 

Lat Atm. losses 0.1 dB/km x 20 km 2.0 

Totals 326.8 322.2 

CNRi = single-pulse CNR = 326.8 - 322.2 = 4.6 dB 

Number of Pulses Integrated 

n = 
ßaRPRF     3.43 x 10"3 x 104 x 

V                             250 
5000 = 686 

Integration Gain 

»(CNR!)      f 
Gi(re)"2(CNR1 + 2.3)r + 

9.2(CNRi + 2.3)" 

rc(CNRi)2 

V2~| 

686x2.9   f 
Gi(n)- 2(2.9 + 2.3) i1 + 

9.2(2.9 + 2.3)" 
+    686 x 2.92 \ = 25.8 dB 

Integrated Clutter-to-Noise Ratio CNRint 

(CNR)int = (CNR)i + Gii.ii) - LBS = 4.6 + 25.8 = 30.4 dB 

ßd^ 
2.5\      2.5L 
Rßa R 

(3.150) 

Equation (3.150) assumes that the range resolution is much finer than the 
azimuth resolution and that the clutter patch becomes decorrelated when more 
than 20% of the scatterers undergo a phase shift of ir radians. With the 3-m 
aperture, the decorrelation angle is 0.75 mrad at a 10-km range; consequently, 
there are about 4.6 and 1.7 independent clutter samples at 35 and 95 GHz 
when the radar flies past the clutter patch at a 10-km range. 

The noncoherent integration gain is approximated by the gain for a non- 
fluctuating target because the fluctuation in the clutter cross section is expected 
to be small, and because it would be difficult to model and account for the 
fluctuation. Urkowitz123 has developed an expression for the integration gain 
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Table 3.12   CIutter-to-Noise Ratio Computations at 95 GHz 

ßa = 1.264 x 1(T3 rad,    V = 250 m/s 

Parameter Value 

Pt Peak power 10,000 W 

GW2 Antenna gain squared 2 x 45.7 dB 

\2 Wavelength squared (0.00316)2 

CTC Clutter cell RCS 2.3 dBsm 

(4TT)
3 

R4 Range to fourth power (10,000)4 m4 

kTo Boltzmann's const, x 290 deg -204 dB (J) 

F Noise figure 8 dB 

B Bandwidth 30 MHz 

LM Microwave losses 7 dB 

Lat Atm. losses 0.5 dB/km x 20 km 

Totals 

dB + dB- 

40.0 

91.4 

2.3 

204.0 

337.7 

50.0 

33.0 

160.0 

8.0 

74.8 

7.0 

10.0 

342.8 
CNRi = single-pulse CNR = 337.7 - 342.8 =  -5.1 dB 

Number of Pulses Integrated 

ßaRPRF      1.264 x 10"3 x 104 x 5000 
"=    v~ = so =253 

Integration Gain 

Gdn) = 
ra(CNRi) 

2(CNRi + 2.3) 
1 + 1 + 

9.2(CNRi + 2.3) 
n(CNRi)2 

i/2-l 

„ , ,       253 x 0.31   ., 
GiW = 2(0.31 + 2.3) U + 1 + 

9.2(0.31 + 2.3) 
253 x 0.312 

1/2 

= 15.6 dB 

Integrated Clutter-to-Noise Ratio CNRi, 

(CNR)int = (CNR)i + din) - LBS = -5.1 + 15.6 = 10.5 dB 

40 
m 
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Fig. 3.81   Clutter-to-noise ratio versus ground range with clear air (grass and crop clutter 
model from Fig. 3.40). 
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Gi for the noncoherent integration of n pulses when the single-pulse SNR 
(SNR)i is known; this equation is based on Barton's empirical expression for 
envelope detection loss discussed in Sec. 3.2. 

Gi(n) 
n(SNR)i 

2[(SNR)X + 2.3] 
1 + U + 

9.2[(SNR)i + 2.3]11/2 

n(SNR)? 
(3.151) 

Because the average clutter in a resolution cell is the signal, (CNR)i replaces 
(SNR)i in Eq. (3.151). The integrated CNR in decibels then becomes 

(CNR)int = (CNR)i + Gi(n)   [dB] (3.152) 

Tables 3.11 and 3.12 also show the integration-gain computations, and Fig. 
3.81 shows plots of the integrated CNR at 35 and 95 GHz. The integration 
gain is higher at 35 GHz than at 95 GHz, because many more pulses are 
integrated with the wider antenna beamwidth at 35 GHz. 

3.5.2.3 Signal-to-lnterference Computations. Consider a tank which has 
an RCS of about 15 dBsm (31.6 m2); Fig. 3.82 shows plots of the SCR for a 15- 
dBsm target on a grass or crop background. The SCR is higher at 95 GHz than 
at 35 GHz at ranges less than 4700 m because of the smaller resolution cell, 
but the 35-GHz CNR is higher at longer ranges because the clutter model 
predictions for an are considerably lower at 35 GHz at small grazing angles. 
The signal-to-interference (signal-to-background) ratio determines the prob- 
ability of detection of a point target in a radar ground map. From Sec. 3.2.4, 
the signal-to-interference ratio is 

SIR 
1/(SNR) + 1/(SCR) 

(3.153) 

1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 
Ground Range in Meters 

Fig. 3.82   Signal-to-clutter ratio versus ground range (target RCS = 15 dBsm, grass and 
crop model from Fig. 3.40). 
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where SCR is the signal-to-clutter ratio; i.e., the ratio of the target RCS to the 
clutter cell RCS given by Eq. (3.147). As Fig. 3.81 indicates, the integrated 
CNR is over 10 dB at 95 GHz and over 30 dB at 35 GHz. The SNR will be 
higher than the CNR shown in Fig. 3.81 by the SCR in Fig. 3.82. Thus, for 
the design example with clear air operation, 

SIR = SCR (3.154) 

and the background clutter limits target detection. As shown in the probability 
of detection curves in Sec. 3.2, a signal-to-background ratio on the order of 12 
to 14 dB is needed for the reliable detection of a nonfluctuating target in a 
noise background. The probability of detection in clutter backgrounds is often 
less than that for a noise background because of the higher tails in the clutter 
probability density functions; consequently, the signal-to-ground clutter ratio 
of 12 to 14 dB may be marginal for target detection in clutter. 

3.5.2.4 Performance in Rain. The presence of rain results in a significant 
decrease in performance. Figure 3.83 shows plots of the integrated and single- 
pulse CNRs at 35 and 95 GHz with a rainfall rate of 1 mm/h (light rain) 
covering the entire propagation path. At 95 GHz, the increased attenuation 
along the propagation path has lowered the CNR so much that ground mapping 
is not possible. 

As discussed in Sec. 3.2.4, the backscattered power as from rain in a res- 
olution cell is the product of the reflectivity m, and volume of the resolution 
cell 

IT, 
o-ß = T!j(o.75)2eaeeprfi

2 (3.155) 

From Eq. (3.104), the reflectivity with a rainfall rate of 1 mm/h is 1.2 x 10  6 

m2/m3 at 35 GHz and 1.5 x 10-5 m2/m3 at 95 GHz. Values of CTB were computed, 
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Fig. 3.83   Clutter-to-noise ratio versus ground range with 1 mm/h of rain (grass and crop 
clutter model from Fig. 3.40). 
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Fig. 3.84   Ground clutter-to-rain clutter ratio with 1 mm/h of rain (grass and crop clutter 
model from Fig. 3.40). 

and Fig. 3.84 shows plots of the ratio of the ground clutter cross section o-c to 
the rain backscatter cross section as. Because as is proportional to R2, and 
o-c is proportional to R, the ratio decreases significantly with range. The 95-GHz 
system cannot make useful ground maps with 1 mm/h of rain because the CNR 
is too low (see Fig. 3.83); consequently, the low ratio of ground clutter to rain 
clutter is of no importance at that frequency. With higher rain rates, however, 
the rain backscatter reduces map contrast at the longer ranges at 35 GHz. 

3.5.2.5 Trade-Off Summary. The CNR of the 35-GHz system was better 
than that of the 95-GHz system with both clear air and 1 mm/h of rain; the 
CNR of the 95-GHz system was too low for ground mapping in the 1 mm/h 
rain. The improved azimuth resolution of the 95-GHz system resulted in a 
higher SCR only at ground ranges less than 4700 m with the grass and crop 
clutter models. The SCRs were marginal for tank detection at both frequencies. 
Higher rain rates significantly reduce map contrast at 35 GHz. 

3.5.3    Seekers and Munition Guidance 

3.5.3.1 Background. One millimeter-wave radar application that has great 
potential is the radar seeker for smart weapons. Smart weapons include sensor- 
fused munitions that detect the target and fire a warhead and terminally 
guided munitions, where the radar sensor searches an area, detects a target, 
and guides the missile until it hits the target, or is close enough to fire a 
warhead. There are no civilian applications for missile seekers, and complete 
descriptions of current systems are not available in the open literature. Missile 
applications include air to air, air to surface, surface to air, and surface to 
surface; there are beam-rider, semiactive, and autonomous guidance sys- 
tems.124 With a beam-rider system, the missile senses its position in a narrow 
beam aimed at the target and follows the beam until impact. With semiactive 
guidance, a separate radar illuminates the target, and the missile homes on 
the reflected energy. An autonomous system can be active or passive: active 
systems radiate signals and home on the reflected energy, whereas passive 
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systems home on the radiation emitted from the target. Although millimeter- 
wave radars have been employed in many different missile systems, a major 
use has been in air-to-ground weapons for attacking tanks, armored personnel 
carriers, and other high-value ground targets. The advantages of millimeter- 
wave operation include small component size and weight and a narrow antenna 
beamwidth with the limited aperture (15 to 20 cm) available on a missile. 

In the last 15 or 20 yr of millimeter-wave seeker development, two major 
problems have surfaced. The first is the detection and identification of targets 
in the presence of heavy ground clutter.125'126 The earlier seekers relied on 
the target's signal-to-background ratio for ground target detection and iden- 
tification, but terrain backgrounds frequently have radar returns as high as 
the target's return so that the false-alarm rate per square kilometer of terrain 
is too high. As a consequence, other discriminants for target selection are 
necessary, and work on target discrimination is continuing. The use of target 
polarization properties and fine resolution appears promising; the most power- 
ful polarization discrimination techniques require the measurement of the 
entire scattering matrix to provide all the polarization information available.127 

The second major seeker problem is the high cost.125128 The assembly of 
millimeter-wave systems using discrete components is so expensive that the 
Defense Advanced Research Projects Agency (DARPA) has sponsored the mon- 
olithic microwave integrated circuits (MMIC) program to develop techniques 
for manufacturing microwave and millimeter-wave integrated circuits more 
cheaply. Millimeter-wave seekers are one obvious application for millimeter- 
wave integrated circuits. 

3.5.3.2 Terminal Guidance. Millimeter-wave seekers find application in 
sensor-fused munitions and in missiles for autonomous terminal guidance for 
attacking ground targets.43'129,130 Figure 3.85 shows block diagrams of 
millimeter-wave sensors for sensor-fused (smart) and terminally guided mu- 
nitions. Sensor fusing is used for free fall and parachute-suspended munitions. 
With terminal guidance and lock-on-after-launch, the missile flies along a 
prescribed path while the antenna scans back and forth across the ground 
track, as shown in Fig. 3.86. After detection, the seeker guides the missile to 
impact. For terminal guidance, conical scan has the advantage of simplicity 
compared with the monopulse system, but it is not as good for tracking, par- 
ticularly in a countermeasures environment. Millimeter-wave seekers nor- 
mally operate at 35 or 95 GHz: 95 GHz has the advantages of a narrower 
antenna beam, higher antenna gain, greater Doppler sensitivity, and smaller 
components, whereas the advantages of 35 GHz include lower clutter reflec- 
tivity, better operation in adverse weather, and higher transmitter power. 

Seekers usually use a short pulse or an FM-cw waveform. With a short 
pulse, the source is an IMPATT diode with a pulse width of the order of tens 
of nanoseconds to provide a range resolution of 5 to 10 m; the peak output 
power is 5 to 10 W. The short pulse receiver is a superheterodyne receiver, 
with a local oscillator to downconvert the returns to an intermediate frequency. 

With the FM-cw waveform, Fig. 3.87, a long pulse whose frequency varies 
linearly with time is transmitted, and the return from a point target mixes 
with a portion of the transmitted signal, resulting in a difference frequency 
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Fig. 3.86   Functions for a terminal guidance seeker.43 (© 1981 Academic Press, reprinted 
with permission) 
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Fig. 3.87   FM-cw waveform. 

A/", which is proportional to the FM rate 7 of the transmitted waveform and 
the range R to the target: 

Af = 
2Ry 

(3.156) 

Here c is the velocity of light. The FM-cw waveform has the advantages of 
high average power, receiver simplification (no separate local oscillator), and 
good short-range performance; FM-cw is a good waveform for sensor-fused 
munitions, which operate at short range. With this waveform, the bandwidth 
is held constant, and the sweep time or the beat frequency is changed to account 
for range changes. The source for the FM-cw waveform is usually a Gunn 
oscillator; the waveform requires good sweep frequency linearity and transmitter- 
receiver isolation. 

3.5.3.3 Dual-Mode Seekers. Most seekers have two or more operating modes, 
because a single mode does not provide adequate performance.43131'132 In the 
1970s and early 1980s millimeter-wave seekers combined active and passive 
modes. In the passive or radiometric mode, the seeker senses the temperature 
difference between a target and the background. With a metallic target such 
as a tank, the reflection of the cold sky from the metallic surface results in a 
lower temperature than the clutter background. The dual-mode millimeter- 
wave seeker operates in the active mode for search and initial tracking, and 
it switches to the passive mode for terminal homing. In the active mode, target 
glint causes an angular tracking error that is not present in the passive mode; 
hence, angular tracking in the passive mode is more accurate. The operating 
range of the passive mode is, however, shorter because the target must fill 
most of the antenna beam to provide sufficient temperature contrast. 
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Fig. 3.88   Sensor fusion methods.131 (© 1988 SPIE, reprinted with permission) 

Seekers combining millimeter-wave and active or passive optical sensors 
are now under development; the fusion of an active millimeter-wave and a 
passive IR sensor is the predominant dual-mode combination.131'132 The strengths 
of the active millimeter-wave sensor include providing range information, 
operation in adverse weather, and the lack of susceptibility to IR counter- 
measures. The passive IR sensor, which detects target hot spots, provides more 
accurate angular information than the active millimeter-wave sensor, and it 
is not susceptible to radar countermeasures. With the dual-mode sensor, the 
signal processor combines information from both sensors for target detection 
and discrimination. As with any seeker, the key to successful operation is a 
low false alarm rate. 

As shown in Fig. 3.88, there are two methods of combining an active 
millimeter-wave and a passive IR sensor in the same aperture. With coalign- 
ment, both sensors have separate lines of sight but a common boresight. With 
the common-aperture approach, the two sensors use the same aperture, and a 
secondary reflector, which is transparent at one frequency and reflective at 
the other, separates the two signals. 

3.5.4   Airborne Millimeter-Wave Radars 

3.5.4.1 Background. A big advantage of using a millimeter wavelength for 
an airborne ground-mapping radar is a narrower antenna beamwidth for the 
limited aperture size available; other advantages include the availability of 
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wider bandwidths and smaller and lighter components.121 Atmospheric losses 
in clear air and in rain are much higher than at microwave frequencies, and 
the transmitter power available is much less; consequently, the maximum 
operating range of a millimeter-wave airborne radar system may be 10 to 20 
km, compared with hundreds of kilometers at lower frequencies. 

There are two basic types of ground-mapping radars: real beam radars and 
synthetic aperture radars. The physical beamwidth of the antenna determines 
the azimuth resolution of a real beam radar, which can have a scanning or a 
side-looking antenna. As discussed in Sec. 3.2.7, synthetic aperture radars 
(SARs) generate the effect of an antenna that is much longer than the physical 
aperture of the antenna by means of signal processing. 

3.5.4.2 Real Beam Radars. Most airborne scanning radars operate at Ku 

band (12 to 18 GHz), but a number of scanning radars have been built at 35 
GHz, where the azimuth resolution is reduced by a factor of 2 for the same 
aperture size. Such radars provide ground maps on a plan position indicator 
(PPI), which displays a map in slant range-azimuth coordinates. Scanning 
radars may also have moving target and terrain avoidance capabilities, and 
the antenna normally has a shaped elevation pattern to provide ground returns 
that are relatively independent of range.121 

The AN/APQ-137, or MOTARDES radar, is an example of an operational 
35-GHz radar that is mounted in the nose of a helicopter.121 This radar has a 
shaped elevation beam for scanning and a pencil beam for target tracking; the 
system uses noncoherent moving target indication (MTI) for detecting moving 
targets. Another radar with a Äa-band-mapping capability is the dual-frequency 
AN/APQ-122(V). This radar provides ground mapping out to 200 nmiles at X 
band; the .Ka-band mode is used at short range for fine resolution ground 
mapping for the delivery of aerial cargo.121 Experimental scanning systems 
have also been built133 at 95 GHz. 

The side-looking airborne radar, or SLAR, is the other type of real beam 
millimeter-wave radar in use; for good azimuth resolution, the SLAR has a 
long antenna that is approximately parallel to the fore-aft axis of the airborne 
platform. Such radars frequently have separate maps for fixed and moving 
targets, and data can be stored digitally or on film. The AN/APQ-97 built by 
Westinghouse121 is an example of a millimeter-wave SLAR. The center fre- 
quency of this radar is 34.85 GHz, the peak power is 100 kW, and effective 
resolution of the antenna is 0.1 deg. 

3.5.4.3 Synthetic Aperture Radars (SARs). Few millimeter-wave synthetic 
aperture radars have been built, because it is possible to build SARs with fine 
enough resolution at Ku or X band, where higher transmitter power and better 
components are available. The maximum operating range at these frequencies 
is greater because of the higher power and lower atmospheric losses, and system 
construction is easier at the lower frequencies. Simpler millimeter-wave radars 
with a real beam can sometimes replace SARs operating at lower frequencies, 
when the azimuth resolution is acceptable with a millimeter-wave antenna of 
reasonable size. Nevertheless, future development of millimeter-wave SAR 
systems can be expected for millimeter-wave measurements and other appli- 
cations requiring finer resolution than that possible with real beam systems. 
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Table 3.13   ADTS Parameters (from Ref. 134) 

Frequency 33.56 GHz 

rf bandwidth 600 MHz 

SAR resolution 1 ft x 1 ft 

Transmit polarization Horizontal/vertical or left/right circular 

Receiver polarization Dual channels 

Transmitter power 84 W peak 

Receiver noise figure 6.8 dB 

Antenna beamwidth 2.1 deg 

Antenna peak sidelobes -25 dB 

Platform Gulfstream Gl 

Recording media 28-channel high-density tape video recorder 

Waveform Linear FM 

An example of a millimeter-wave SAR is the Advanced Detection Technol- 
ogy Sensor (ADTS) constructed by the Loral Corporation under a DARPA- 
funded program established at Lincoln Laboratory.134,135 The ADTS radar, 
which is installed in a Gulfstream G-l aircraft, collects ultra high resolution, 
fully polarimetric images of targets and clutter in both real- and synthetic- 
aperture modes to provide data for studies of the detection of stationary targets 
in clutter. 

Table 3.13 lists key parameters for the radar that operates at a center 
frequency of 33.6 GHz and provides 1-ft resolution in both range and azimuth 
in the two SAR modes, strip map and spotlight. The antenna beamwidth, 2.1 
deg, determines the cross-range resolution in the real-aperture mode, which 
is about 70 m at the normal operating range of 7250 m. The ADTS transmits 
orthogonal polarizations, either circular or linear, on alternate pulses and 
receives parallel and cross polarizations simultaneously in a two-channel re- 
ceiver. Figure 3.89(a) shows a photograph of the ADTS radome and antenna, 
and Fig. 3.89(b) is an example of ADTS imagery. 

3.5.5    Ground-Based Millimeter-Wave Radars 

3.5.5.1 Surveillance and Target Acquisition. One ground-based radar ap- 
plication for which millimeter-waves are attractive is ground surveillance and 
target acquisition at moderate ranges: millimeter-wave operation can provide 
good resolution in both range and azimuth. The first millimeter-wave radar 
to receive an AN nomenclature, the AN/MPS-29 built at Georgia Tech 30 years 
ago, was designed for combat surveillance of ground targets.136 Fine resolution 
was obtained with a 50-ns pulse width and a 0.02-deg azimuth antenna beam- 
width. The radar scanned a 30-deg sector 20 times per second using a folded 
geodesic Luneberg lens antenna. The maximum detection range was 10 to 15 
km for light vehicles and 18 km for a 2.5-ton truck. The output tube, a mag- 
netron, had a peak power of 15 kW at the operating frequency of 70 GHz. 
Georgia Tech later built a rapid scan radar that also used a folded geodesic 
Luneberg lens antenna.137 
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(a) 

(b) 

Fig. 3.89 (a) ADTS radome and antenna (built by Loral Corporation) and (b) ADTS image 
of trees (after polarimetric whitening filter for speckle reduction). (Courtesy of MIT Lincoln 
Laboratory) 
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Table 3.14   STARTLE Parameters (data from Refs. 1 and 6) 

Center frequency 94 GHz 

Beamwidth 11 mrad 

Search sectors 40 deg or 15 deg azimuth by 7.5 deg elevation 
5 deg azimuth by 2.5 deg elevation 

Scan rate 150 deg/s 

Peak power 4W 

Average power 0.1 to 0.5 W 

Target detection 3 km with 100-m visibility 

Target tracking 0.5-mrad accuracy at 2 km with 100-m visibility 

The STARTLE radar is another example of a ground-based millimeter-wave 
radar; STARTLE is the acronym for surveillance and target acquisition radar 
for tank location and engagement.6'138,139 As the name implies, the purpose of 
this radar is target acquisition and fire control for tank engagements. The 
radar complements a tank's IR thermal sight in adverse weather. Table 3.14 
lists the STARTLE parameters. The radar uses IMPATT diodes as the trans- 
mitter power source, and it displays detected targets on an angle-angle display. 
The radar has a monopulse antenna for angle tracking, a coherent MTI mode 
for targets moving radially, and a noncoherent area MTI mode with a spread 
spectrum for smoothing clutter and glint with creeping and tangential targets. 

3.5.5.2 Airborne Target Tracking. The tracking of airborne targets at low 
grazing angles has long been a problem for ground-based radars because of 
multipath and clutter. When a target is at a low grazing angle over a specular 
surface, the radar receives returns reflected from the surface along with the 
direct returns, causing large amplitude and angular fluctuations in the total 
received signal. The largest angular fluctuation errors are usually in elevation 
where the radar is apt to track between the target and the multipath reflection, 
but azimuth multipath errors are also possible. The most effective way of 
reducing multipath effects is to use a narrow antenna beamwidth to keep 
multipath reflections and ground clutter out of the antenna mainlobe.140 

The use of millimeter wavelengths for low angle tracking is advantageous 
because of the narrow antenna beamwidths available compared with micro- 
wave frequencies; however, this advantage must be balanced against the in- 
creased propagation losses at millimeter lengths. A dual frequency radar, 
TRAKX (bracking radar at K and X bands), was designed to take advantage 
of the strong points of K- and X-band operation. The TRAKX radar used a 
single 8-ft dish with dual feeds to transmit and receive at K and X bands 
simultaneously; the radar could track a target in range, azimuth or elevation 
independently at either frequency.141 Table 3.15 lists system parameters, and 
Fig. 3.90 is a system block diagram. 

SEATRACKS (small elevation angle firack and surveillance) is another Ka-band 
radar designed to take advantage of the narrow antenna beamwidth available 
at millimeter wavelengths to reduce multipath tracking errors.142 This radar 
combines low-angle surveillance with monopulse tracking for short-range air 
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Table 3.15   TRAKX Parameters (data from Ref. 141) 

Antenna 8-ft dish with combined feed 

Beamwidth 1 deg X band, 0.25 deg Ka band 

Polarization Linear 

Frequencies 9 GHz and 35 GHz 

Pedestal Converted Nike-Hercules 

Peak power 300 kW X band, 130 kW Ka band 

Pulse width 0.25 JJLS 

PRF 160 to 1600 

Noise figure 6.25 dB X band, 13 dB Ka band 

Tracking Three-channel monopulse, use of each 
independent coordinate 

Displays TV, A-scope, alphanumeric 

System operation Computer operation, manual backup 

Calculated ranges on 1-m2 target Tracking to 28 nmiles at Ka band, normal day; 
acquisition out to 75 nmiles at X band 
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Fig. 3.90   TRAKX block diagram.1 1976 Microwave Journal, reprinted with permission) 
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Table 3.16   SEATRACKS Parameters (data from Ref. 142) 

Antenna 2-ft Cassegrain with four-horn monopulse feed 

Beamwidth 1 deg 

Frequency 34.67 GHz 

Peak power 100 kW (controllable) 

Transmitter source Coaxial magnetron 

Pulse width 0.1, 0.5, or 1.0 |xs 

PRF 500-5500 PPS 

Polarization Vertical, horizontal, or circular 

Displays A scope, B scope 

Receiver Three-channel monopulse 

Receiver noise figure 5.1 dB 

Predicted detection range on 1-m2 29 km clear air, 10 km in 4 mm/h rain 
nonfluctuating target 

defense. Table 3.16 lists the SEATRACKS parameters, and Fig. 3.91 is a sim- 
plified block diagram. 

3.5.5.3 Space Object Applications. Millimeter-wave radars have also been 
proposed for space-object identification. The wide bandwidth available at mil- 
limeter wavelengths has the potential of providing better range resolution and 
thus more structural detail than at lower frequencies. The short wavelength 
also permits more precise measurement of Doppler frequencies resulting from 
satellite spinning and tumbling. Inverse synthetic aperture (ISAR) techniques 
can provide images with much smaller apertures than at lower frequencies. 

Reference 143 discusses one of the earliest 95-GHz radars reported in the 
literature; the goal of this radar was obtaining echoes to identify objects in 
orbit. The radar used a 1-ms pulse width for high average power and a 1-GHz 
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Fig. 3.91   SEATRACKS simplified block diagram. 



228    IR/EO HANDBOOK 

bandwidth to obtain the desired 6-in. range resolution. Reference 144 updates 
requirements for space-object identification, and Ref. 145 briefly discusses 
millimeter-wave radar applications for ballistic missile defense. 

3.5.6    Ground-Based Instrumentation Radars 

3.5.6.1 Millimeter-Wave Measurements. Millimeter-wave instrumenta- 
tion radars are needed for a variety of data. Extrapolation of lower frequency 
measurements to millimeter wavelengths leads to inaccuracies because the 
measurement results are wavelength dependent. Data of importance to 
millimeter-wave systems include atmospheric attenuation, attenuation and 
backscatter from hydrometeors, backscatter from land and sea, and the RCS 
of military and civilian targets. Indoor installations include anechoic chambers 
and compact ranges, whereas outdoor instrumentation may be at ground level, 
mounted on a tower, or on a truck or trailer for portable measurements. 

As at lower frequencies, a number of different types of millimeter RCS 
measurements are possible. For the simplest type of measurement, the radar 
transmits a pulse long enough to contain the entire target, the target is rotated, 
and the RCS is recorded continuously as a function of azimuth angle. If the 
radar has a wide transmitter bandwidth for fine range resolution, the radar 
can resolve individual scattering centers on the target and record RCS versus 
slant range. In recent years, ISAR techniques have become very popular for 
making fine resolution, two-dimensional (range, cross-range) images of a ro- 
tating target; such images can provide diagnostic information about the lo- 
cations and RCS values of individual scattering centers on the target. Because 
of the intense interest in polarization for target discrimination, many of the 
millimeter-wave instrumentation radars now being built are polarimetric; i.e., 
they have the capability of measuring the polarization scattering matrix at a 
single frequency, with range profiles, or with ISAR images. 

At millimeter wavelengths, data are frequently collected on scale models 
as well as on full-sized targets.31-35 In many cases, a full-sized target is not 
available, or it is too large and heavy for the measurement facility. Scale 
models are used most frequently with metallic targets where there are no 
problems associated with dielectric scaling. It is often assumed that both the 
full-scale target and its scale model have infinite conductivity, although this 
assumption is only an approximation. Measurements made on a 1/n'th-scale 
model at 1/n'th of the full-scale wavelength provide full-scale RCS values when 
the scale-model RCS values are multiplied by n2. For example, the RCS values 
measured at 95 GHz on a 1/10 scale target should be multiplied by 100 to 
provide full-scale data at 9.5 GHz. Problems associated with scale-model mea- 
surements involve the geometric fidelity of the model and the frequency scaling 
of the target's electromagnetic properties. 

3.5.6.2 Instrumentation Radar Examples. A number of millimeter-wave 
instrumentation radars have been built for target and background measure- 
ments; see, for example, Refs. 1, 85, 100, and 146 to 149. Measurement in- 
strumentation is commercially available for single-frequency, range-profile, 
and ISAR RCS measurements. 

Figure 3.92 is a simplified block diagram of a coherent 95-GHz front end 
developed for RCS measurement programs, and Table 3.17 lists the key op- 
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Fig. 3.92   Functional block diagram of model 42266H-2000 coherent radar front end. (Cour- 
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Table 3.17   Parameters of Model Number 42266H-2000 
Radar Front-End Instrumentation 

(Hughes Aircraft Company) 

Upconverter Inputs 

cw mode 
IF input power 
Frequency 
Bandwidth 
FM waveform 

Pulsed mode 
Pulse width 
PRF 
Frequency 
Bandwidth 

17 dBm min. 
3 GHz nominal 
200 MHz max. 
Ramp, sawtooth, or sinusoidal 

20-200 ns 
60 kHz max. 
3 GHz nominal 
200 MHz max. 

Transmitter 

cw mode 
Output power 
Output frequency 
Bandwidth 

Pulsed mode 
Output power 
Output frequency 
p-i-n switch on/off ratio 
Pulse width 
PRF 

20 dBm min. 
95 GHz nominal 
200 MHz min. 

1 W min. 
95 GHz nominal 
30 dB min. 
10-70 ns (5-ns steps) 
60 kHz max. 

Receiver 

SSB noise figure 
RF/IF gain 
IF 

10 dB max. 
20 dB min. 
3 GHz ± 200 MHz 

Antennas 

Gain 
Polarization 

47 dB nominal 
Linear 

erating parameters for this multifunction equipment.100 The 100-MHz crystal 
oscillator serves as a reference frequency for the phase-locked Gunn oscillator 
(PLO) whose output is amplified in an injection-locked cw IMPATT oscillator 
(ILO); the PLO and the ILO form the stable master oscillator (STAMO) for the 
system. 

The output of the IMPATT cw ILO goes to the single-sideband (SSB) up- 
converter whose other input is an IF frequency of 3 GHz ± 100 MHz, which 
is locked to a harmonic of the 100-MHz master oscillator. The output of the 
SSB upconverter passes through a waveguide switch to either an IMPATT cw 
ILO or an IMPATT pulsed ILO. Another waveguide switch connects the trans- 
mitter antenna to the desired ILO. 

The receiver has a single-plane monopulse comparator connected to two 
receiver channels; the sum (2) and difference (A) comparator outputs feed 
balanced mixer/IF preamplifiers. The STAMO serves as the local oscillator for 
the mixers whose IF bandwidth is 3 GHz. Two manual phase shifters provide 
separate phase adjustments for the two channels. 
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Fig. 3.93   A 225-GHz polarimetric radar block diagram.151 (© 1990 IEEE, reprinted with 
permission) 

The system serves as a multifunction, coherent front end with either cw or 
pulsed operation. In the cw mode, the IF input to the SSB upconverter controls 
the transmitter frequency, which can be single frequency or a swept frequency 
such as a sawtooth, a ramp, or a sinusoid. In the pulsed mode, the radar operates 
at a single frequency, with pulse-to-pulse frequency agility, with coherent 
chirp, or with a combination of both. See Ref. 100 for more details. 

Polarimetric radars, which measure the entire scattering matrix, provide 
more information on targets and backgrounds than radars that measure only 
a single polarization, and there is currently great interest in the collection of 
polarimetric millimeter-wave data. References 150 and 151 describe an inco- 
herent 225-GHz radar for measuring the polarimetric properties of targets and 
backgrounds. Figure 3.93 is a simplified block diagram of the system, which 
contains a transmitter with multiple polarization capability, a dual-polarized 
receiver, a polarimetric radar control and data acquisition (PRACDA) system, 
and a data-logging computer; Table 3.18 lists the system parameters. 

The transmitter has a multiple-polarization lens antenna, Fig. 3.94, that 
can produce any linear polarization as well as right- and left-hand circular 
polarizations. The radiation from the scalar horn passes through two quarter- 
wave plates and illuminates the 6-in. dielectric lens after reflection from the 
fiat mirror; the nominal beamwidth is 0.61 deg. The rotation of the quarter- 
wave plates provides the desired polarization. The transmitter uses a model 
VKY-2429R extended interaction oscillator (EIO) manufactured by Varian 
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Table 3.18   Parameters for 225-GHz Polarimetric Radar 
(from Ref. 151; © 1990, IEEE) 

Transmitter 

Center frequency 225.63 GHz 

Peak output power 60 W 

Maximum duty cycle 0.005 

Maximum PRF 20 kHz 

Pulse width 50-500 ns 

Receiver 

SSB noise figure 15 dB 

IF center frequency 194.8 MHz 

IF bandwidth Up to 50 MHz 

Outputs lOglVl, l0g|ff|, Ireh Qrel 

Dynamic range 70 dB 

Antennas 

Receiver Dual polarization, H and V channels, 0.61-deg beamwidth 

Transmitter Multiple polarization, manually switchable, 0.61-deg beamwidth 

Canada Microwave Products that produces a 60-W output pulse, 50 to 600 ns 
long. The EIO limits the maximum system duty cycle to 0.005. 

Figure 3.95 is a simplified block diagram of the receiver. The incoming 
signal passes through a 6-in. dielectric lens to a linear array of 0.001-in.-diam 
wires spaced 300 wires per inch; this wire array separates the incoming field 
into vertical and horizontal components that are received by separate scalar 
feeds. Second harmonic mixers are connected to the scalar feeds; the local 
oscillator for the mixers is the 112.717-GHz output of an InP Gunn oscillator, 
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Fig. 3.94   Multiple polarization lens antenna.151 (© 1990 IEEE, reprinted with permission) 
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Fig. 3.95   A 225-GHz polarimetric radar receiver.151 (© 1990 IEEE, reprinted with permission) 

which is phase locked to a 97.4-MHz crystal oscillator. The IF passband at the 
mixer output is 50 to 500 MHz. The IF receiver components measure the 
magnitude of the returns in the vertical and horizontal channels and the 
relative phase between the channels, and this information is sufficient to com- 
pletely characterize the polarization state of the measured field. Reference 151 
discusses calibration and the principles of incoherent polarimetry used by the 
system. 

3.5.7    Automotive Radars 

Automotive radar systems provide a warning or a warning and braking when 
there is no longer a safe distance between vehicles in the same lane or when 
there are obstacles in the lane. References 152 to 156 describe automotive 
collision avoidance radar systems. Work on automotive radar for collision 
avoidance began about 1960 and is still continuing, but problems with achiev- 
ing adequate reliability and developing the required technology have precluded 
widespread use. A number of organizations that have had automotive radar 
programs in the past are currently inactive. 

As shown in Fig. 3.96, the collision avoidance radar mounts at the front of 
the vehicle, and a narrow-beam antenna illuminates the lane down which the 
vehicle is traveling. Studies have shown that the optimum horizontal beam- 
width, about 2.5 deg, provides a 4-m spot at a 100-m range; overpasses and 
other factors limit the vertical beamwidth to about 3.5 deg. Although some 
automotive radars have operated at 10 or 17 GHz, most systems have a higher 
center frequency, usually 35 GHz or above, to reduce the size of the antenna 
and the space required at the front of the vehicle. 

Automotive radars use a short-pulse or an FM-cw waveform; the short-pulse 
systems measure the range and determine relative velocity by range changes. 
The FM-cw radar transmits a cw signal whose frequency is a sawtooth similar 
to Fig. 3.87, and the transmitted signal mixes with the return echoes, gen- 
erating a difference frequency proportional to the FM rate and the range to 
the target. Because an FM-cw system can determine both the range and rel- 
ative velocity from this signal, it is less complex than a short-pulse system. 
Depending on the system, the maximum range is of the order of 50 to 120 m. 



234    IR/EO HANDBOOK 

Fig. 3.96   Collision avoidance radar. 

There are usually separate transmitting and receiving antennas to provide 
good isolation between the transmitter and the receiver. The transmitter uses 
a low-power Gunn oscillator as a source, and its other components are solid 
state. The radar output passes to a signal processor whose other input is the 
vehicle velocity. The signal processor determines a safe spacing for the relative 
velocities of the two vehicles and the road conditions, and it provides a warning 
or initiates braking when conditions warrant. Obstacles such as road signs, 
guard rails, bridges, and traffic in adjacent lanes can cause false alarms, par- 
ticularly on a curve, and the signal processor must discriminate against the 
false alarms based on the echo behavior. The maximum operating range is 
usually reduced on turns when the radar beam can illuminate objects outside 
the lane of the vehicle. 
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4.1    INTRODUCTION 

This chapter treats fiber optic systems, beginning with descriptions of the 
components. Features of each component necessary for system design and 
application are detailed. Examples of several different types of systems are 
given, along with the basic rules that govern fiber optic system configurations. 

Table 4.1 lists the symbols, nomenclature, and units used in this chapter. 

4.2    FIBER AND CABLE 

Figure 4.1 shows a diagram of a typical optical cable. Although many variants 
of the basic cable have been developed for different applications, the figure 
identifies the generic features common to most cable designs. An optical fiber 
that has been coated with a buffer material resides at the center of the cable. 
Around this fiber is an inner tube of a plastic material. This tube may be 
tightly or loosely bound to the fiber. Next is a layer of fibrous or stranded 
material, such as Kevlar, which runs the length of the cable and provides axial 
strength. Finally, an outer jacket of plastic material covers the cable assembly. 
The entire cable is contained within a diameter of 1 to 3 mm. Larger cables 
containing from 4 to 32 or more fibers are common, but all of them include 
the basic features shown here. 

4.2.1     Fiber Basics 

Optical fibers can be categorized in two basic ways. First, a fiber is either single 
mode or multimode, depending on the number of optical modes it can support. 
These two types of fiber have very different properties and applications. Second, 

Table 4.1   Symbols, Nomenclature, and Units 

Symbol Nomenclature Units 

a Core diameter m 
As Source emitting area m2 

B Bandwidth Hz 
C Speed of light in vacuum m/s 
e Electron charge, 1.6 x 10"19 C 
E(n) Excess loss as a function of number of ports dB 
9m Transconductance mhos 
Gopt Optimum APD gain — 
k Boltzmann constant — 
L Optical loss dB 
X Wavelength m 
N.A. Numerical aperture — 
n(r) Refractive index profile — 
n0 Refractive index of center of fiber core — 
P Power W 
Rt Feedback resistance ohms 
S Fiber-fiber end separation m 
T Temperature K 
Tb Bit period S 
Tr Risetime, 10-90% S 
T Pulse broadening S 
e Ray angle radian or degree 
V Number of modes 
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Fig. 4.1   Typical optical cable construction. 

the fibers can be further categorized by the shape of their refractive index 
profile. The two most common profiles are step index and graded index, how- 
ever, variations exist within these two categories. Index profiles are customized 
to achieve particular performance characteristics for the fibers. 

To completely describe the propagation characteristics of optical fibers, they 
are treated as cylindrical dielectric waveguides. The application and solution 
of Maxwell's equations under the appropriate conditions provides the infor- 
mation necessary to describe the electromagnetic field within the fiber. This 
can be a very involved problem, and does not lie within the scope of this chapter. 
The reader is referred to any of a number of textbooks for a detailed description 
of the techniques (Refs. 1 to 3, for example). We use the results of this process 
and concentrate on the geometric optics models of propagation in the fiber for 
clarity. 

4.2.1.1 Step-Index Multimode Fiber. The refractive index profile of an op- 
tical fiber can be described by the following relation (Ref. 4, p. 50): 

n(r) = no 
1/2 

(4.1) 

where r is the radial distance from the center of the core, no is the refractive 
index of the center of the core, and i is a parameter that defines the shape of 
the profile. For step-index fiber, i = °° for r < a, and i = 0 for r > a. 

Figure 4.2 shows the structure of a step-index multimode fiber. The refrac- 
tive index profile shows two different indices for core and cladding, with the 
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Fig. 4.2   Step-index fiber. 

core index being the larger of the two. Several typical light rays are shown in 
the figure. Ray 1 enters the core at an angle 6i with respect to the axis of the 
fiber. This ray refracts on entering the core glass and propagates until it 
encounters the boundary between the core and cladding. At this point, the ray 
is reflected via total internal reflection (TIR) if the original angle 0i < (rcCOre 
- "ciad)1/2- This limiting angle, viewed from outside the fiber, is called the 
numerical aperture (NA) and it is an important factor in determining the 
amount of optical power that can be coupled into the fiber from a light source 
or another fiber. The NA is typically measured with a short fiber (a few meters). 
When the NA is measured for a long fiber, it is typically found to be smaller. 
This results from the relatively greater attenuation of the high-order (high- 
angle) modes or rays in the fiber.5 

Rays entering the fiber at angles higher than 0 are not guided within the 
fiber core. As shown in Fig. 4.2, a ray, such as ray 2, that enters the fiber core 
at an angle 62 > 81, when it encounters the core-cladding boundary is not 
reflected. This ray refracts into the cladding and may be trapped there. This 
ray is called a cladding mode. A ray, such as ray 3, that enters the fiber at an 
even greater angle 63 > 82, is not contained within the cladding but leaks out 
of the fiber altogether. 

Dimensions of the step-index fibers vary considerably, depending on the 
intended applications. Core diameters range from 35 |xm to more than 1000 
(xm, but are most commonly found to be 100 to 200 (Jim. Fiber outer diameters 
are typically 1.2 to 2.5 times the core diameter, giving core diameter to outside 
diameter ratios of 50/125, 100/140, 200/280 ji-m, etc. Various fiber size stan- 
dards have been developed by different manufacturers. 

The number of modes supported by a step-index fiber (Ref. 6, p. 12) is given by 

Nm = (4.2) 

where 

V = 2M^J(n%re - /iciad)72 = 2TT-(NA) 
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and V is called the normalized frequency of the fiber. Another useful definition 
is a measure of the difference between the refractive indices of the core and 
cladding: 

. ^core —  Iclad 
A =   . (4.3) 

"■core 

Because the effective path length inside the fiber is not the same for all modes, 
it is possible for light rays emanating from the source at the same instant to 
arrive at the far end of the fiber at different times. This causes a broadening 
of the width of pulses of light used to communicate in the fiber. The overall 
effect limits the effective bandwidth of the fiber. The time of flight, or transit 
time, for an axial ray (which is the fastest) in a fiber of length L (Ref. 4, p. 58) 
is given by 

Wcore 
^axial = L   , (4.4) 

where c = speed of light in vacuum. Then the difference between the fastest 
and slowest rays in the fiber is 

T =  ^axialA   . (4.5) 

This is the maximum possible pulse broadening and is independent of core 
diameter and wavelength. Of course, not all modes carry equal amounts of 
optical power, and so the effective pulse broadening is usually smaller than 
this. 

Another type of dispersion is caused by the difference in refractive index 
within the fiber for different wavelengths of light. This is a property of the 
glass, and is called chromatic or material dispersion. Typically, the material 
dispersion is 0 at about 1300 nm. 

As an example, the maximum pulse broadening in a step-index fiber can be 
calculated as follows. The transit time of an axial ray is given as 

faxiai = L— = (1 m)(- H—-) = 5 x 10-9 s , (4.6) 
c \3 x 10  m/s/ 

or 5 (As/km. Then, assuming A = 0.01, or 1%, the pulse broadening is 

T = kxiaiA = (5 |xs/km)(0.01) = 50 ns/km . (4.7) 

The resulting maximum bandwidth (Ref. 4, p. 73) is approximately 

ß = 7T = 0.01 ns"1 = 10 MHz . (4.8) 

To make it easier for the system designer, fiber manufacturers usually state 
the bandwidth of their fiber rather than specifying the refractive indices. A 
typical value for 100/140 fiber with NA = 0.22 is 100 MHz km. 
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Fig. 4.3   Graded-index fiber. 

4.2.1.2 Graded-Index Multimode Fiber. To increase the bandwidth of the 
fiber, the various modes must be made to arrive at the end of the fiber at the 
same time. Because the modes traverse different effective optical path lengths, 
they must be made to travel at different speeds to achieve the same rate down 
the fiber. This can be accomplished by causing the refractive index of the glass 
to vary from the center of the core to the edge. Figure 4.3 shows the resulting 
graded-index fiber. The refractive index can again be found from the general 
expression 

n{r) = no 
1/2 

(4.9) 

where 2.0 =£ i =£ 2.25, typically. Light rays entering the fiber at or below the 
critical angle, such as 8i, are guided in curved paths through the fiber core. 
High-angle rays travel faster than low-angle rays because of the different value 
of refractive index at the center and edge of the core. The result is that the 
various modes arrive at nearly the same time. The NA of the fiber is dependent 
on where on the core the ray begins. The number of modes (Ref. 4, p. 58) is 
given by 

Nm= A 
/2t:anCOTe\' 

V + 2. 
(4.10) 

where i is defined above. The pulse broadening is 

T  —  'axial n (4.11) 

Using our previous example with tax\a\ = 5 |xs/km, the pulse broadening is 
given by 

T = 5 Lis/km 
0.01' 

2.5 x 10~10s (4.12) 
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and the bandwidth is 

B -10 = 2 x 109 Hz = 2000 MHz (4.13) 
2T     5 X 10   " S 

Core diameters of graded-index fibers are typically between 50 and 100 jim. 

4.2.1.3 Single-mode Fiber. The maximum possible bandwidth is realized 
when only one mode (the axial ray) is allowed to propagate in the fiber core. 
This can happen if the core is made very small and A is limited so that the 
NA is small. Figure 4.4 shows a typical single-mode fiber. The normalized 
frequency of the fiber (Ref. 6, p. 13) is 

23/2< ira\Ai/2 (4.14) 

The fiber operates in the single-mode region for V =s 2.405 (Nm = 1). Thus, 
it is seen that this condition can be met by varying either a or A. Because fiber 
core size and A are fixed by the manufacturer, it is instructive to calculate the 
wavelength at which the fiber becomes single mode. This wavelength, called 
the cutoff wavelength, is given by7 

kc = 
2lTCmcoreV2Ä 

2.405 
(4.15) 

As an example, let us assume that the core diameter a = 9 jim, ncore = 1.485, 
and A = 0.0007. We then calculate that the cutoff wavelength is 

2TT(9 urn) 1.485(2 x 0.0007)1/2 

2.405 

= 1.306 jim (4.16) 

T 
2b 

1 
2b       2a 

"ettd       "o 

Guided and Leaky Modes 

Fig. 4.4   Single-mode fiber. 

Refractive Index Profile 
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Thus, this fiber will support only one mode if the wavelength of the light is 
greater than 1.306 |xm. At shorter wavelengths, more modes appear. As wave- 
lengths become much longer than 1.306 (xm, the mode is more weakly guided. 
The energy is contained less and less within the core as the wavelength gets 
longer than \c and is therefore more susceptible to leaking out of the fiber at 
bends. As shown in Fig. 4.4, light rays entering the fiber at the correct angle 
are guided, and any other rays are not guided. 

Because there is only one mode, no modal dispersion exists, but chromatic 
and waveguide dispersion do exist. Chromatic dispersion is usually zero at 
1300 nm, but the index profile can be modified to shift the zero to 1550 nm, 
where the minimum attenuation occurs. In this way, it is possible to produce 
single-mode fiber transmission links at hundreds of megabits per second with- 
out repeaters, for distances of tens or hundreds of kilometers. 

The shape of the core of single-mode fiber can be varied in many ways to 
produce various fiber effects, such as control of polarization. Discussion of these 
fibers can be found in several of the references and is not included here. 

4.2.2    Fiber Attenuation 

In addition to bandwidth, the other major performance-limiting characteristic 
of optical fibers is their attenuation. The attenuation is a measure of how much 
light is lost in a section of fiber per unit length. There are two types of causes 
of attenuation, intrinsic and extrinsic. Intrinsic causes are a result of various 
physical or material properties of the fiber. They are (1) material absorption, 
(2) scattering, (3) waveguide attenuation, and (4) leaky modes. Material ab- 
sorption is caused by mechanical resonances in the crystalline structure of the 
waveguide material (SiC-2) and by absorption peaks resulting from impurities 
in the glass, such as metal ions and water in the form of OH ions. Some of the 
energy of the light signal is absorbed and changed into mechanical vibrations 
of the molecules (heat), resulting in less signal being left for communication. 
Both linear and nonlinear scattering effects may be present in the fiber. Linear 
scattering effects are minimized by proper waveguide design. Nonlinear effects 
have threshold power levels of a few tens of milliwatts or more. Waveguide 
attenuations are caused by bending of the fiber and joints within a length of 
fiber. Extrinsic losses are absorption increases caused by exposure to radiation. 

The fiber attenuation is expressed as a ratio of output to input power per 
unit length of fiber, and is normally given in logarithmic units: 

total attenuation = 10 logio(-^-j perL . (4.17) 

The units of attenuation are decibels, and the attenuation of the fiber is nor- 
mally given as decibels per kilometer. 

Three windows, or low-loss wavelength ranges, occur in normal optical fi- 
bers. These are areas of the spectrum where the attenuation is low and optical 
sources and detectors are available. These windows nominally occur at 850, 
1300, and 1550 nm. Figure 4.5 shows a graph of fiber attenuations versus 
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Fig. 4.5   Optical fiber attenuation as a function of wavelength. (After Ref. 4, p. 20) 

wavelengths (Ref. 4, p. 20). Table 4.2 compares the various operating param- 
eters for different fiber types. 

4.3    OPTICAL SOURCES AND TRANSMITTERS 

In the analysis of a fiber optic system, one must consider the transmission 
rate, transmission distance, the available optical power budget and the fiber 
dispersion and loss characteristics. Therefore, any topology analysis must con- 
centrate on addressing the power characteristics and related parameters of 
optical transmitters as well as the achievable sensitivity of optical receivers. 

Table 4.2   Fiber Comparisons 

Parameter MuMmode Singlemode 

Core / Clad Dia. (um) 

Step Index Graded Index 

(5-10) / (80-125) 
~5nmfor850nm 
~9)imfor 1300nm 

50/125 
85/125 
100/140 
200/240 
400/480 

50/125 
62.5/125 
100/140 

Numerical Aperture (NA) 0.2-0.3 
~0.4 (plastic clad) 

0.2-0.3 0.1 

Bandwidth (MHz x km) 20-100 400-1500 up to lO^Hzxkm 

Attenuation (dB/km) 3-10 0.5-3.0 0.15 
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4.3.1 Optical Sources 

There are two types of sources that are used for fiber optic communication 
systems and fiber optic sensor systems: the light-emitting diode (LED) and the 
laser diode. These devices are made as semiconducting p-n junction diodes that 
operate in the 750- to 1550-nm region of the optical spectrum. The sources 
that operate in the 750- to 860-nm region are categorized as short-wavelength 
devices and those that operate in the region of 1300 to 1550 nm are categorized 
as long-wavelength devices. The materials that are utilized for LED and laser 
devices are group III-V compound semiconductors. A IJJ-V compound is formed 
when more than one group III element is randomly distributed on group III 
lattice sites or more than one group V element is randomly distributed in 
group V lattice sites (Ref. 8, p. 285). Short-wavelength devices utilize gallium 
aluminum arsenide (GaAlAs) and long-wavelength devices are based on alloys 
of indium gallium arsenide phosphide. These materials are direct band-gap 
semiconductors. Direct band-gap semiconductors are characterized by radia- 
tive lifetimes of excited states that are shorter and more efficient than indirect 
band-gap semiconductors. 

A p-n junction is formed when n-type and p-type regions form a contiguous 
interface in a single crystal. When energy in the form of a current source is 
applied to a p-n junction, light is emitted from the regions where electron-hole 
recombination takes place. There are three processes for interaction between 
a photon and an electron in a solid. These processes are absorption, spontaneous 
emission, and stimulated emission (Ref. 8, p. 253). The processes that are of 
interest here are spontaneous emission and stimulated emission. Light-emitting 
diodes are p-n junctions that emit spontaneous radiation in the ultraviolet, 
visible, or infrared regions of the optical spectrum. Each spontaneous emission 
event is independent, and for this reason, light sources of this type are affected 
by mechanisms that can broaden linewidths. When an atom is in an excited 
state, it can be stimulated to make a radiative transition to a lower energy 
state (e.g., the ground state) by an incident photon. The phase of the radiated 
photon and the incident process photon are the same. All photons given off in 
the stimulated emission process prove to have the same energy and are in 
phase and, for this reason, produce coherent monochromatic radiation. 

4.3.2 Light-Emitting Diodes 

The light-emitting diodes that are in general use today fall into two categories: 
the surface-emitting diode (Burrus LED) and the edge-emitting diode. These 
LEDs differ in the manner in which the light is radiated from the active region. 
The surface emitter radiates in an isotropic manner. Efficient coupling into a 
fiber is achieved by locating the fiber in close proximity to the radiating surface 
(see Fig. 4.6). 

The edge-emitting diode constrains the light to a waveguided region. The 
recombination region is determined by the current flow through the active 
area, which in turn is determined by the electrical contact geometry. The 
refractive index of surrounding regions is greater than the recombination 
region and, therefore, guides the light parallel to the junction toward the fiber 
to be coupled. Figure 4.7 illustrates the double heterostructure of the edge 
emitter. 
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Fig. 4.7   Typical construction of an edge-emitting LED. 

4.3.3    Semiconducting Lasers 

One criterion that must be established before any material can läse is that a 
population inversion of the emitting species in the upper versus the lower laser 
energy states must exist. When the Fermi levels on the p and n sides of a p-n 
junction are adjusted appropriately by applying a forward bias, a population 
inversion of holes in the valence band and electrons in the conduction band 
occurs (Ref. 8, pp. 270-271). If the light is confined to a waveguiding region, 
the level for stimulated emission may be exceeded. Containment is achieved 
by adjusting the refractive index of the surrounding materials to a lower value 
than that used for the laser. Most semiconducting laser materials have a 
refractive index of about 3 (Ref. 9, p. 49). 
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Fig. 4.8   Buried-heterostructure laser. 

A diagram of a heterostructure is shown in Fig. 4.8. The heterostructure is 
used to guide the light through the active region. The oxide layer and the 
electrical contact geometry determine the current-conducting area of the lasing 
material. Although the energy level structure of the laser material determines 
the appropriate wavelength of oscillation, the distance L between the cleaved 
faces of the laser determines the precise wavelength(s) at which it will emit 
light. 

Because an integral number of half-wavelengths will satisfy the constructive 
interference criterion, the semiconducting laser can operate over a 30- to 50-A 
range (Ref. 8, p. 277). 

L x n = m[- (4.18) 

where 

n  = refractive index of lasing medium 
L = length of cavity 
X   = wavelength 
m = integer. 

When it is desirable to limit the laser output to a single mode, it is necessary 
to change the cavity. One approach is to construct a Bragg reflector internal 
to the laser structure. This periodicity of this structure determines the mode 
that is output. Lasers that utilize this type of structure are classified as 
distributed-feedback (DFB) lasers. 

4.3.4    Source-Fiber Coupling 

The parameters controlling source-fiber coupling are the source surface area, 
the emitting angle, the field of view, and the numerical apertures of the emitter 
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Fig. 4.9   Source-fiber coupling without lenses. 

and the receiver (Ref. 10, pp. 97-99). The power received by a multimode fiber 
through direct coupling can be calculated by using an equation of the form 

■/ 
P = 2TTAS   BO cosG sine dQ (4.19) 

where 

Bo = radiance of the source 
0    = angle measured from the normal of the element ds 
As = area of source. 

To obtain values from this expression, 6 must be integrated from 0 to 9NA, 
where 6NA is the numerical aperture of the fiber (see Fig. 4.9 for a graph of 
this expression versus numerical aperture). 

A variety of other techniques exist for coupling a source to an optical fiber 
(Ref. 9, p. 54). Spherical lenses between the source and the fiber can result in 
some improved matching of source and fiber characteristics. A hemispherical 
end can be formed directly on the fiber after a tapering operation has been 
completed. A third lens technique uses a graded-index lens. In all of these 
cases, a limited amount of matching between source and fiber characteristics 
is achieved. 
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Fig. 4.10   Coupling efficiency into step-index fibers of varying numerical aperture. 

4.3.5    Source Trade-Offs 

The transmitters used in networks utilize either an LED, for high reliability, 
low drive circuit complexity, high optical extinction ratio, and low cost, or a 
laser. Lasers are typically used where high speed and high optical power 
requirements are present. In loss-limited systems, the laser offers an important 
advantage—more coupled optical power11 (see Fig. 4.10). One alternative to 
the laser is the superluminescent LED. It can inject about 6 dB more power 
into an optical fiber than a conventional LED. In the case of some fiber optic 
sensors, a coherent source is required. Also in the case of certain distributed 
fiber optic sensors systems, a laser operated in a pulsed mode can couple 
hundreds of milliwatts of power into the system. If a coherent source is not 
required for the sensor, an LED is generally used because of simplicity and 
size. The use of lasers involves greater circuit complexity and cost. 

4.3.5.1 Power Consumption. The cooling circuitry on any type of laser sys- 
tem has its greatest impact on power supply demand. Six watts of power can 
be consumed at 50°C to maintain a constant laser threshold point. Because 
laser wavelength is temperature dependent, temperature stability is of concern 
in networks involving wavelength-division multiplexing. 

The output wavelength of a laser varies because the index of refraction of 
the waveguide material, the bandgap of the material, and the cavity length 
are all temperature dependent. Sudden changes in wavelength occur because 
of mode hopping associated with cavity length changes. A change of 40 Ä in 
output wavelength can occur for a short-wavelength laser over a 20°C tem- 
perature range (Ref. 9, p. 57). 

There is a wavelength shift with temperature for LEDs because of the tem- 
perature dependence of the bandgap of the LED material. Figures 4.11 and 
4.12 illustrate typical shifts in wavelength and changes in output power, 
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Fig. 4.12   LED output power versus temperature for 830-nm LED. 
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respectively. It is important to be able to manage these shifts when utiliz- 
ing broadband sources that have been constructed from multiple LEDs for 
wavelength-division-multiplexed-based sensors. When wavelength slicing is 
done, the shift of the intensity versus wavelength profile is important to ensure 
that adequate power remains in all wavelengths required by the sensor. 

4.3.5.2 Extinction Ratio. One of the important operational differences be- 
tween LED sources and laser sources is their on-to-off ratio, or extinction ratio. 
Because the current through an LED can be turned completely off, there is no 
optical power incident on the detector for a logical 0 state. Therefore, the optical 
difference between logical 0 and logical 1 at the detector is maximized, re- 
sulting in the highest possible signal level. A laser, on the other hand, is 
generally current biased just below the lasing threshold so that the signal 
drive current serves to pull the laser from the LED operating region (off state) 
to the lasing region (on state). Thus, even in the off state the laser emits optical 
power into the system. This means that there is always optical power incident 
on the detector, even in the logical 0 state. This optical power effectively 
reduces the maximum signal swing at the receiver, thereby degrading system 
performance. 

Another operational difference between the LED and laser is the laser con- 
trol circuitry. Lasers are generally equipped with photodiodes to allow mon- 
itoring of the laser output from the back facet. The signal from the photodiode 
is used in a feedback circuit to maintain laser output power at some average 
level, usually 0 to - 3 dBm. When no data are present, the stabilization circuit 
continues to drive the laser so that the average output level is maintained. 
Thus, even with no data, the receiver sees an average signal level equivalent 
to the signal level when data are present. In data systems where the data are 
continuous, this situation does not cause a problem. However, in many data 
bus systems, the data occur only in bursts. Therefore, the receivers must be 
able to sense when the bus is quiet and also must be able to sense data collisions. 
In such cases, the use of laser transmitters is often impractical or impossible. 

4.3.5.3 Reliability. Although laser reliability is constantly being improved 
on, it is still not competitive with the LED. Mean times between failures 
(MTBF) are greater than 106 h at 70°C for LEDs, whereas at 22°C, the laser 
MTBF lies in the vicinity of 100,000 h. Figure 4.13 gives time to failure for 
AlGaAs DH lasers tested under a variety of conditions. These failures are 
caused by several factors, some of which are defects in the active-region ge- 
ometry, nonradiative recombination in the active region, and facet damage. 
Circuitry can help to extend laser life through cooling and bias current control 
consisting of feedback loops that monitor laser heat sink temperature and the 
back facet optical output. LEDs do not require those elements. Tables 4.3 and 
4.4 summarize the trade-offs for different types of light sources used in fiber 
optic systems. 

4.4   OPTICAL DETECTORS AND RECEIVERS 

4.4.1    Detectors 

The situation with detectors is somewhat analogous to that of light sources 
(i.e., there are two primary choices): 
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Fig. 4.13 Time to failure at 70°C heat sink temperature on log-normal coordinates for 40 
low-threshold (50-mA) oxide-defined stripe AlGaAs DH lasers. Two failure points are as- 
sumed, the first when the laser drops to half its initial output at constant current (3-dB 
life) and the second where the laser can no longer emit 1.25 mW at the 70°C heat sink 
temperature (end of life). The im is the time needed for 50% of the lasers to fail. The estimated 
lifetime at 22°F is shown assuming 0.7-eV activation energy (Ref. 10, p. 247). 

Table 4.3   Source Summary Short Wavelength 

Device 
Launch Power 

(1001140 0.29 NA) Rlsetlme Temp. Range 
MTBF 
(25 C) 

Laser Diode >1 mW 
(0 dBm) 

0.5 ns -10 to +60 106hrs. 

LED 
(Burrus) 

.160 mW 
(-8 dBm) 

2.5 ns -55 to +125 106hrs. 

LED 
(Edge-emitter) 

.445 mW 
(-3.5 dBm) 

2.5 ns -55 to +125 107hrs. 

LED 
(Superluminescent) 

.750 mW 
(-1.2 dBm) 

3.0 ns -55 to +125 106hrs. 
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Table 4.4   Light Sources for Fiber Optic Sensors 

Typical 
Source Width Power 

Average 
Power 1 nm 

Coherence 
Length 

Laser: Single Mode 0.1 nm 1 mw 10 mw/nm 20 m 

Laser: MuKimode 1.5 nm 1.5 mw 1 mw/nm 10 mm 

Superluminescent LED 15-30nm 4mw 0.3 mw/nm 50 urn 

LED 80 nm 100 uw 1 uw/nm - 

LED Bank 150 nm 40 uw 0.3 uw/nm - 

Broadband LED 120 nm 40 uw 0.3 uw/nm - 

Broadband Light 1000+ nm 200 uw 0.2 uw/nm - 

1. A p-i-n photodiode 
2. An avalanche photodiode (APD). 

The p-i-n photodiode is in more widespread use than the APD. Incident photons 
create electron-hole pairs in the intrinsic region. The electric field established 
by a reverse bias moves the electrons and holes to the contact regions. Figure 
4.14 illustrates the cross section of a p-i-n photodiode. The thickness of the 
intrinsic region can be adjusted to optimize frequency response and quantum 
efficiency at a given wavelength. As the thickness of the intrinsic layer is 
increased, the quantum efficiency is improved at the expense of frequency 
response. Typical thickness for the intrinsic layer varies from 10 to 20 jj,m. 
Quantum efficiencies of p-i-n diodes are in the range of 0.5 to 0.9. Bias voltages 
can be as low as 5 V, but may vary to 50 V, depending on the application. 

Avalanche photodiodes have a similar structure to p-i-n photodiodes. A 
higher reverse bias potential is used to achieve gain. If the reverse bias voltage 

Anti-reflective Coating 
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,WW\SSx\w 

p+ 
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n-type Material 

Metal 

1 
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I 

Fig. 4.14   Cross-sectional view of a p-i-n diode. 
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Fig. 4.15   Pigtailed avalanche photodiode. Cross section is for a mesa structure. 

is such that an electric field of > 105 V/cm is achieved, electrons and holes can 
acquire enough kinetic energy to produce electron-hole pairs through inelastic 
collisions (Ref. 10, p. 247). Bias levels are selected such that a gain of 10 to 
100 can be achieved. The ionization coefficients, which determine the gain 
characteristics, are temperature dependent.13 It is for this reason the APDs 
must be implemented with a temperature compensation circuit. A typical APD 
structure is illustrated in Fig. 4.15. 

4.4.2    Receiver Characteristics 

The receiver utilized in fiber optic applications entails much more design com- 
plexity than does a typical transmitter design. Of most importance to the 
optical receiver are the photodetector and the low-noise preamplifier. Together, 
these two elements determine many of the receiver characteristics and ulti- 
mate system performance. 

The receiver can be expected to be sensitive to low optical power levels as 
well as being able to handle very high optical power levels. The difference 
between these levels is the dynamic range. The saturation level of the pre- 
amplifier sets the upper limit, whereas the noise level at the input of the 
receiver sets the lower limit of the dynamic range. The task is to design a 
receiver of the lowest noise possible for greatest sensitivity but with a high 
saturation point to achieve a wide dynamic range. A wide dynamic range is 
important because it allows flexibility and convenience in system configura- 
tion. The ability to receive a wide range of optical power levels means that 
the receiver can be used for both short and long links. A wide dynamic range 
requirement is also critical in local area network applications, where the trans- 
mitted optical power may have to go through a different number of access 
couplers and splitters before reaching each terminal. 

In point-to-point data links and local area networks, the ability of the optical 
receiver to accommodate a wide range of bit rates and unrestricted data pat- 
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terns is often desirable. Bit-rate transparency refers to the ability of the optical 
receiver to operate over a range of bit rates. Bit pattern independency refers 
to the ability of the optical receiver to operate with an unrestricted coding 
format (e.g., no restriction on the number of bits per transition, dc average 
level, etc.). 

The acquisition time is the time required for the receiver to stabilize after 
receiving a burst of input data from its idle state (e.g., the state of no input 
optical power). In both point-to-point data links and local area network ap- 
plications, the receiver should respond immediately to the input data burst, 
otherwise a long preamble sequence has to be used and the data transmission 
efficiency is reduced. 

The receiver sensitivity is a measure of the minimum optical power level 
required for the receiver to operate with the required bit error rate. It is often 
given as the average optical power P required for a bit error rate of 10 ~9. 
Average power is based on the assumption that the transmitter is producing 
a bit pattern with a 50% duty cycle. In some cases, receiver sensitivities are 
expressed as a peak number, which means the transmitter is in a constant on 
condition. Because there is 50% less power in an average signal, average power 
numbers are 3 dB lower than peak numbers. When comparing receiver per- 
formance, it is important to be aware of this difference in the way sensitivities 
are quoted. 

4.4.2.1 Noise Analysis. The receiver requirements of high sensitivity and 
wide dynamic range can be met by utilizing a field effect transistor (FET) with 
a transimpedance amplifier when a p-i-n detector is employed, and either an 
FET or a bipolar transistor and a transimpedance amplifier when an ADP is 
employed. The APD receiver is the most optically sensitive choice. The selection 
of a detector involves certain trade-offs and considerations that necessitate a 
system constraint analysis and a receiver analysis. The receiver analysis cen- 
ters mostly on calculating noise currents, because that is what sets one extreme 
of the dynamic range. Much of this analysis relies on the work done by Personick14 

who pioneered fiber optic receiver design. The noise analysis presented in a 
more recent paper15 is described here. 

For an FET front-end amplifier, the input equivalent noise current power 
is given by 

<*2na> = ^hB + 2eILhB + ^(2TrCTffcIfB
2 

Rf gm (420) 

4kTT 
+   

where 

B    = operating bit rate 
Rf = feedback resistance 
IL   = total leakage current (FET gate current and unmultiplied dark- 

current component of the photodiode) 
gm = FET transconductance 
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CT = total input capacitance (including photodiode and stray 
capacitance) 

fc    = the IIf noise corner frequency of the FET 
T    = numerical constant 
k    = Boltzmann constant 
T   = absolute temperature. 

The weighting functions h, h, and If are dependent only on the input optical 
pulse shape to the receiver and the equalized output pulse shape [for NRZ (Sec. 
4.4.3) coding format and equalized output pulse with a full raised cosine spec- 
trum, we have h = 0.562, h = 0.0868, and If = 0.184, whereas for RZ (Sec. 
4.4.3) code with 50% duty cycle, these parameter values are h = 0.403, 73 = 
0.0361, and If = 0.0984]. 

The parameter T is a noise factor associated with channel thermal noise 
and gate-induced noise in the FET. It is normally taken to be 0.7 for Si FETs 
and 1.1 for GaAs MESFETs. However, it has been recently argued that when 
induced gate noise and its correlation with channel thermal noise are taken 
into account, T for short-channel Si MESFETs and GaAs MESFETs is higher, 
typically, 1.03 and 1.75, respectively. 

The total capacitance CT is given by 

CT = Cds + Cgs + Cgd + Cf , (4.21) 

where 

Cds  = photodetector and stray capacitance at the input 
Cgs  = gate-to-source capacitance of the FET 
Cgd = gate-to-drain capacitance of the FET 
Cf    = stray capacitance of the feedback resistor. 

The first noise term results from the feedback or load resistance, which is 
negligible if the high-impedance design is used. The second and third noise 
terms are contributions from the leakage current and IIf noise. Finally, the 
fourth noise term results from the channel thermal noise and induced gate 
noise. 

For the case of a p-i-n photodiode, the average optical power required at 
the receiver input for a desired error rate can be written 

nP = Q—((Ha))1/2 , (4.22) e 

where 

n = quantum efficiency , ,, 23) 

/ry = —-   photon energy , 

and Q is related to the desired bit error rate by the expression 

P(E) = -^= I   exp(-*2/2) dx . (4.24) 
V2^ JQ 
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Fig. 4.16   Noise equivalent power versus bit rate. 

One example of calculated equivalent noise power is shown in Fig. 4.16 as a 
function of bit rate. Figures 4.17 through 4.20 are presented to demonstrate 
the effect of the varying component values and preamp parameters such as 
gm, Rf, CT, and II- In all cases, the equations have been evaluated at three 
temperatures: 215 K (-58°C), 310 K (37°C), and 400 K (127°C). These results 
show that in the 1- to 100-Mbits/s region, the Rf and II dependences dominate. 

4.4.2.2 Dynamic Range. The preamp saturation level, or the APD satu- 
ration level, determines the upper limit of the dynamic range. As an example, 
consider a preamp saturation level of 1.8 V. The ultimate dynamic range can 
be calculated if actual data for premium transistors and detectors are used. 
Using ap-i-n receiver sensitivity of 51 dBm (8 x 10 ~9 W), the dynamic range 
(DR) for a 2-MHz receiver, assuming ap-i-n responsivity of 0.5 A/W and peak 
optical power is used, is written 

DR = 10 log-: 
Vsat/Rf 
x 0.5 AW 

(4.25) 

where Vsat is the preamp saturation voltage and Rf is the feedback resistance. 
Using a value for Rf of 1 x 106 O, the dynamic range is 25 dB average, or 22 
dB peak. The APD receiver offers about 10 dB more sensitivity but about 8 to 
10 dB less dynamic range. This is the result of the gain mechanism in the 
device. Again, this assumes that burst data are being received and, therefore, 
that the bias voltage that controls the APD gain cannot be lowered quickly 
enough to preserve the data pulse shape or will induce false data into the 
preamp. 
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Fig. 4.17   Effect of feedback resistor value Rf on receiver sensitivity. 

4.4.2.3    APDGain. 
maximize the SNR: 

If an APD is utilized, an optimum gain exists that will 

G, opt 

• 2 
/      tna     y 
\ekQBh) 

l/2\ 1/2 
(4.26) 

where k is the excess noise factor of the APD and differs from device to device, 
Q is the required factor for a 10 ~ 9 bit error rate (which is 12 if peak power is 
considered), and B is the bandwidth. Typical optimum gains lie between 50 
and 150. 

4.4.2.4 Post-Amplifier Circuitry. It has been shown in many texts that the 
remainder of the fiber optic receiver, although important, contributes negli- 
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Fig. 4.18   Receiver sensitivity at two values of gm. 

gibly to the noise baseline and therefore to the ultimate sensitivity of the 
receiver. Some products are designed so that the bandwidth of the preamp is 
tailored to meet the required bandwidth of the incoming signal, avoiding inter- 
symbol interference problems. This convenience simplifies the receiver such 
that adding equalization and filtering would not significantly improve receiver 
performance. A block diagram for a receiver is shown in Fig. 4.21. The time 
equalizer allows the adaptive thresholding to take place before the first bit 
arrives at the comparator. Other types of postamp circuits can be designed for 
different applications. Tables 4.5 and 4.6 summarize the trade-offs for various 
detectors used in fiber optic systems. 

4.4.3    Encoding Techniques 

The following is a description of different encoding techniques available for 
use in a digital communication system. The encoding schemes are divided into 
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Fig. 4.19   Receiver sensitivity at different values of gamma. 

two groups: base-band techniques and bandpass techniques. A base-band en- 
coding scheme does not use a carrier frequency and has a power spectral density 
(PSD) greatest near dc levels (frequency = 0). The base-band techniques de- 
scribed here include the unipolar nonreturn to zero (NRZ), the polar NRZ, the 
unipolar return to zero (RZ), the bipolar, the Manchester, and the 4B/5B scheme. 
A bandpass waveform includes a carrier frequency at which the PSD is cen- 
tered. The bandpass techniques include on-off keying (OOK), binary phase- 
shift keying (BPSK), and frequency shift keying (FSK). More complex forms 
of bandpass signaling, such as quadrature phase-shift keying (QPSK) and 
M-ary phase-shift keying (MPSK) are neglected because their complexity is 
useful only for extremely high data rates (of the order of gigabits per second). 
The different encoding schemes are described below along with a short theo- 
retical analysis of the bandwidth requirements. 
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Fig. 4.20   Receiver sensitivity for different values of FET leakage current II- 

4.4.3.1 Base-band Signaling Techniques. A diagram showing the differ- 
ent base-band signaling techniques is given as Fig. 4.22. A description of each 
follows. To calculate the frequency requirements for each of these techniques, 
the power spectral density must be obtained. The PSD is obtained by taking 
the Fourier transform of the bit shape and multiplying it by the autocorrelation 
of the bits (which takes into account the bit pattern variations). The frequency 
requirements of the system are then calculated from the PSD. Figure 4.23 
plots the power spectral densities for each of the encoding techniques. 

Unipolar NRZ.   The unipolar NRZ pulse code represents l's as a positive 
voltage (+ A) and O's as 0 voltage. The voltages for both l's and O's last for 
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Fig. 4.21    Receiver block diagram. 

the duration of the bit time. The PSD for unipolar NRZ with rectangular pulses 
is given by 

"unipolarv / )  ~  q*b 
sin(TT/T6) 

vfTb + 2bif) ' (4.27) 

where Tb is the bit duration and is equal to 1/R, where R is the bit rate. The 
delta function is present because of the average dc level of the system. By 
using the full width at half maximum (FWHM) of the PSD, the frequency 
range required for the unipolar NRZ encoding format is found to be 0.57?. 

Table 4.5   Detector Summary 

Device RlseUme Sensitivity 
Dynamic 
Range Temp. Range 

MTBF 
(25 C) 

PIN < 1 ns -51 dBm 
at 1 Mbps 

-34 dBm 
at 50 Mbps 

> 25 dB -55 to +125 109hrs. 

APD < 1 ns -61 dBm 
at 1 Mbps 

-44 dBm 
at 50 Mbps 

<20dB -55 to +125 109hrs. 
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Table 4.6   Detector Arrays for Fiber Optic Sensors 

Arrays of 
Photodlodes: 

Sensor 
Size 

Sensor 
Spacing 

Circuitry 
Required 

Spectral 
Sensitivity 

Range Sensitivity 
Response 

Time 

Silicon .010" .025" Separate preamp 
for each element 

0.4 - 1 urn -70 dBm / element 
@ 100 Hz 

1 ns 

Germanium .010" .025" Separate preamp 
for each element 

0.9- 17 urn -50 dBm / element 
@ 100 Hz 

1 ns 

InGaAs .010" .025" Separate preamp 
for each element 

0.6 - 1.8 urn -70 dBm / element 
@ 100 Hz 

0.5 ns 

CCD/Linear 

CCD/Area 

.001" 

.0005" 

.001" 

.0005" 

Scanning circuit 

Scanning circuit 

0.4 -1 urn 

0.4 -1 urn 

-110 dBm/element 

-70 dBm / element 

@ 16 ms 

@ 1 ms 

Polar NRZ. The polar NRZ encoding format represents a 1 as a positive 
voltage ( + A) and a 0 as a negative voltage (-A). Again, the voltage level is 
maintained for the duration of the bit. The average value of this signal is 
therefore 0. The PSD for a polar NRZ with rectangular pulses is given by 

Ppo\ar(f) =  Tb 
BinQir/TtV 

TtfTb 
(4.28) 

Again using the FWHM of the PSD, a polar NRZ encoding format requires a 
frequency range of 0.5R. 

Unipolar RZ. The unipolar RZ format codes l's as a positive voltage (+ A) 
for half of the bit period and then a return to 0 for the second half. Zeros are 
coded as 0 V for the entire bit period. The PSD of the unipolar RZ format is 
given by 

Pwlf) = ^ 
sin(Tr/T6/2)' 

vfTb/2 1 + Y  2 
1 b n=-« 

»f- Tb 

(4.29) 

Because a 1 is represented by a pulse half as wide as the NRZ case, it follows 
that the frequency range is twice as wide as the NRZ case, and the PSD shows 
this. The frequency range required for a unipolar RZ format is R. 

Bipolar. For the bipolar encoding format, the l's are represented alternately 
by positive and negative RZ pulses. The 0's are given by 0 V for the duration 
of the bit period. This means that the detector must be able to detect three 
levels instead of two. The PSD for this format is given by 

*■ bipolarv / / 
Tb sin(TrfTb/2) 

irfTb/2 
[2 COS(2TT/T6)] (4.30) 
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Binary Data 

(a) Punched tape 

(b) Unipolar NRZ 

(c) Polar NRZ 

(d) Unipolar RZ 

(e) Bipolar 
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1 1 3 1 0 0 1    . 
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1 
1 
1 
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I Time 
I 
I 

.1 

1 
1 

U-A 

A 
► 7 b- 

I 
I 

1           1 
1           1 
1           1 

A1                      ' 

1            I            1            1            1 
1            1            1            1            1 
1            1            1            1            1 
1            1            1            1            1 

p !      !      !      ! 
-A!    U 

I    i 
i    i 

!      i      M  i 
1            1            1            1            1 

i 1 
. 1 1 

1 

1           1 
i           i 

!    1    ! 

-A H H H i 
i Lj 

Fig. 4.22   Base-band binary signaling formats. 

(•) Unipolar 

'm 

TB" 
. Weight - .5Tb 

H       I I I 
0        0.5R R 1.5R 2R 

f- 

(c) Unipolar RZ 

TB" 

0.5Tb ■ ■ 

, Weight = .25Tb 

Weight = 0.1T„ 

(b) Polar 

OST,, ■ • 

0        0.5R R 1.5R 2R 

(d) Bipolar 

Tb-- 

0.5Tb 

0        05R R 1.5R 2B 

(e) Manchester 

0        0.5R R 1.SR 2R 

Fig. 4.23   Power spectral densities for the base-band signaling formats. 
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The bandwidth is taken from the FWHM of the first lobe of the PSD, which 
may mean that some of the power is lost in the second lobe. The frequency 
range for bipolar is 0.5R. 

Manchester. For the Manchester code, l's are represented by a positive volt- 
age (+ A) for the first half of the bit period and a negative voltage (- A) for 
the second half. The O's are represented by the reverse, i.e., negative first half 
and positive second half. This allows for exact clock recovery independent of 
the data stream. The PSD of the Manchester code is given by 

■»Manchester!/)  —   i b 
sin(7r/Tb/2r2 

ttfTb/2 
sin2(ir/T6/2) . (4.31) 

This gives a FWHM frequency range of approximately 0.85Ä. Note that this 
is a polar Manchester format, i.e., both positive and negative voltages are used 
(this includes the PSD in Fig. 4.23). For a fiber optic system, only positive 
intensities are available and a unipolar Manchester is used. This change re- 
duces the frequency range to 0.5JR and changes the high and low values for 
frequency to R and 0.5R, respectively. 

4B/5B. For more advanced encoding schemes, variations of the unipolar and 
polar NRZ formats are used. In the case of the 4B/5B format, every 4 bits must 
have at least one transition. Therefore, 5 bits are used for every four infor- 
mation bits to allow for the clock recovery, error detection, and control data 
bits. This gives a bandwidth around O.7.R. These schemes require much more 
elaborate electronics and are not necessary at lower bit rates. 

4.4.3.2 Bandpass Signaling Techniques. Figure 4.24 is an illustration of 
the following bandpass signaling techniques. A comparison to the unipolar 
and polar NRZ formats is also given. Again, the PSD techniques for calculating 
the frequency requirements are used. However, because the signals include a 
carrier frequency, the PSDs given are centered around this carrier frequency. 
The technique used to transform the base-band PSDs to the bandpass PSDs 
involves the equation 

P.(f) = \\Pgif - fc) + Pg(-f - m , (4-32) 

where Pg(f) represents the PSD of the envelope (the corresponding base-band 
signal) and fc is the carrier frequency. 

On-Off Keying (OOK). OOK involves turning on and off an oscillator with 
l's represented by the on state and O's represented by the off state. This is 
essentially a unipolar signal with a carrier frequency. The PSD of this signal 
is identical to the unipolar NRZ, except that it is positioned around the center 
frequency and is twice the width. This also indicates that the frequency range 
of the OOK signal is twice that of the unipolar NRZ signal, or the bandwidth 
equals R. Figure 4.25 shows the PSD for OOK and BPSK. 
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Binary Data 

1 

m(t) 
-T= 1/R» 

m(t) 

(a) Unipolar Modulation 

(b) Polar Modulation 

(c) OOK Signal 

(d) BPSK Signal 

(e) FSK Signal 

(t)   DSB-SC with PulM       s(t) 
Shaping of the 
Baseband Digital 
Signal 

1 
1 
1 
1 

I 
I 

1 

t— 

Fig. 4.24   Bandpass signaling formats. 

Binary Phase-Shift Keying (BPSK). BPSK consists of shifting the phase of 
the carrier signal between 0 and 180 deg with the 0 deg representing a 1 and 
180 deg representing a 0. This can also be thought of as a polar NRZ signal 
format multiplied by a carrier frequency. Using the formula for calculating 
the PSD of the signal, it can be seen that the BPSK signal is identical to the 
polar NRZ signal, except that it is centered around the carrier frequency and 
is twice as wide. Therefore, the bandwidth of this signal is twice that of the 
polar NRZ format, ori?. 

Frequency Shift Keying (FSK). FSK uses two different frequencies to rep- 
resent the l's and 0's. The carrier frequency is then considered to be the average 
of these two frequencies. Calculating the bandwidth for the FSK signal is 
much more difficult than for the other types of signals, but it can be approx- 
imated by 

BT = 2AF + 2B (4.33) 

where 2AF = I/2 - /i| and B is the bandwidth of the square-wave modulation 
signal and is equal to R for this case. So, substituting, we get 

BT = 2AF + 2R (4.34) 
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(a) OOK Weight = A* 

Ac /sin(Tr(f-fc)/R)\2 

-än\   ir(f-fd/R    J 

fc + 2R 

(b) BPSK 

Ac /sin(7r(f-fc)/R)\S 

-ZRV   tr(f-fc)/R    J 

1, + 2R 

Fig. 4.25   Power spectral densities for the bandpass signaling formats. 

4.4.3.3 Amplifier Range Requirements. The amplifier range is an impor- 
tant factor when considering the overall cost of the receiver. The main problem 
encountered when considering the range of frequencies to be amplified is the 
need to amplify from dc out to some large frequency. This is a factor close to 
infinity in terms of increase in frequency from the low value to the high value. 
For example, a signal format with a range of frequencies from 1 to 2 MHz is 
only a factor of 2. An amplifier for this type of signal is much easier to build 
than one that must amplify dc up to 1 MHz, even though they have the same 
numerical range. Therefore, signal formats with dc power levels are less at- 
tractive from an overall system standpoint even though their bandwidths are 
very small. 

4.4.3.4 Rise Time Requirements. For base-band-type signals, a square-pulse 
train is used. In the frequency domain, the PSD actually includes a mainlobe 
plus many sidelobes. This results from the harmonics that are involved in 
creating a perfectly square wave. For the above analysis, the bandwidth was 
calculated using the first null bandwidth approach, i.e., only the first lobe is 
considered for the bandwidth. This technique indicates that the square wave 
is actually represented by a sinusoidal wave. To make the sinusoidal wave 
more closely resemble the square wave, the harmonics must be included in 
the bandwidth. This obviously increases the amount of bandwidth required for 
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Table 4.7   Bandwidth Requirements Versus Time for Pulses 

t,, Rise Time, ns f,* Bandwidth, MHz 

1.00 350 
1.50 233 
2.00 175 
2.50 140 
3.00 116 
3.50 100 
4.00 87.5 
5.00 70.0 
6.00 58.4 
7.00 50.0 

* f is the upper-bandpass frequency at the 3-dB 
point for a low-pass filter. The frequency f can also 
be considered the upper (highest) frequency 
component (with a significant amount of energy) in 
the waveform generated when a logic device 
switches states. 

the system. A representative progression of the bandwidth requirement versus 
the rise time of the leading edge of the pulse is given in Table 4.7. An important 
fact to consider here is that the signal in the fiber does not have to resemble 
a square wave to work well. Using good level detectors, a sine wave produces 
the same output at the receiver as a square wave. 

4.4.3.5 Comparison Chart for Different Signaling Schemes. Table 4.8 com- 
pares the attributes of the different signaling schemes. The frequency range, 
including minimum and maximum required frequencies, is given along with 
some advantages and disadvantages for each of the formats. The chart is 
divided into two sections because the bandpass formats have true bandwidths 
associated with them and the base-band formats have a frequency range. This 
frequency range is similar to a bandwidth (BW) and can be used as such for 
comparison purposes. Therefore, for the bandpass formats, the frequency range 
is actually the bandwidth. 

4.5    MULTIPLEXING TECHNIQUES 

One of the main reasons that fiber optics technology is so useful for commu- 
nications is its tremendous bandwidth capability. Because light waves have 
higher frequencies than radio waves, their information-carrying capacities are 
correspondingly greater. A typical 850-nm source has a frequency of 1014 Hz. 
Of course, the only way to realize this potential capacity is by using carrier 
modulation techniques, such as heterodyne, etc. Such systems are currently 
still under development, and so will not be treated here. There are two other 
methods of increasing the effective bandwidths of current fiber optic systems, 
however. These are optical and electronic multiplexing of signals. 

4.5.1    Spatial Multiplexing 

The simplest type of multiplexing is spatial multiplexing. In spatial multi- 
plexing, the extremely small size of the fibers (compared to twisted shielded 



FIBER OPTIC SYSTEMS    275 

•> 
a> 
0) 
a 

I 
* s c 

po
w

er
 le

ve
l 

ris
e 

tim
e 

ha
rm

on
ic

s 

c 
po

w
er

 le
ve

l 
ris

e 
tim

e 
ha

rm
on

ic
s 

c 
po

w
er

 le
ve

l 
ris

e 
tim

e 
ha

rm
on

ic
s 

ris
e 

tim
e 

ha
rm

on
ic

s 
th

re
e 

le
ve

l d
et

. 

<a 8 
E c 
5=  O si ■d CO 

m
us

t d
et

ec
t 

irr
ie

r r
ef

er
en

ce
 

si
gn

al
 

co -a 
3 S 

«I IB se
d 

fre
qu

en
cy

 
de

te
ct

or
 o

r 
D

oh
er

en
t d

et
. 

Q x> ■D T3 "' o5 
■o 

c 

» 
a> 
CD 
m I I 

CD 

n 
'25 
» to 
O CD 

c 
o 

I 
>.s 

Q. 
| 

a 
(B 10 co 2*r- ■a "" <a O u U u 

es 

g 
< 

E 
co § I5 

o 
o 

I «I8 o 
c 

13 
O 
c 

■o 

o 
c 

0 fe N 
X 

be er 
o N 

I 
N 
X 

N 
X 

N 
X 
2 
in 

N 
X 
2 

N 
X 

N 
I 
2 

N 
X 
2 

2 

co 

3 
2 2 2 

CM 
CM 
CO 

2 
CM t 

*~ 
< 

■IM s c\i ^p ^p 
i 

Cß ^o 

3 
0 

•s 
tu 
> 

«2 
er « 
u. 

N 
I 
2 

N 
I 
2 

N 
X 
2 

N 
X 
2 

N 
X 
2 

N 
I 

2 

N 
X 
2 

N 
X 
2 

N 
X 
2 

i 

CP c o o o in ? i i < I ^o ^o 
i 

.0 ^p 

£ 
■M 

<! 
«w e> 
0 es 
c 
0 

i 
N N N N 

N 
X N N N + — 

• PH 

c 
I X X I 2 X X X N 'r 

S3 2 2 2 
CM 

2 
8 

2 2 
CM 

2 
CM 

X   1 
2^ 

6 3 
er 

T- CM — 

0 o 
O £ 
ao 
■* 

-S ■o 3 •c- a 

3 

N 
tr z 
CO 

o 
Q. 
'c 
3 

N 
IE 
Z 

to 

N 
(£ 

CD 
O 
a 
c 

CD 

O 
a. 
03 

CO 

o s 
to 
CD 

6 
c 
CO 

2 

o 
CL 
'c 
3, 

CD 
ti5 
CD 

c 
CO 

2 

o o 
CO 
CL 
CD 

* 
s 

CQ <</>UJ CO < Z O CD<ZO 0.< (/)(/> 



276    IR/EO HANDBOOK 

pairs or coaxial cable, for example) is used to place several fibers in a space 
smaller than a single wire. Each fiber carries one data transmission in the 
simplest case, and so the number of multiplexed signals depends on the number 
of fibers placed together. In most cases, spatial multiplexing is used in con- 
junction with one or more other multiplexing techniques to further increase 
system capacity, or to provide growth or redundancy capability. For some 
telephony applications, 12 ribbon cables, each containing 12 fibers, are placed 
together in an assembly that is less than 0.5 in. square in cross section. 

4.5.2    Wavelength Multiplexing 

As the name implies, wavelength multiplexing is used to combine many optical 
channels on a single fiber by bandlimiting the optical spectrum of each channel. 
For example, the optical spectrum of a typical 850-nm LED, approximately 45 
nm, could be divided into four channels of 10 nm each with a 1-nm guard band 
between channels. 

The parameters that control and determine the degree of multiplexing are 
the available spectral width and the bandlimiting properties of the optical 
multiplexing/demultiplexing components. Figure 4.26 shows the spectrum 
available using typical LEDs. In most cases, visible LEDs are unsuitable for 
communication purposes and are therefore not treated here. The remaining 
LEDs can all be used for wavelength multiplexing. 

The most straightforward way to optically multiplex is to use sources from 
two or more of these regions to transmit signals over the same fiber. For 
example, because 850-nm detectors have essentially no responsivity to 1300- 
nm wavelengths, the detector serves as its own low-pass optical filter. Two 
optical signals, one at 850 nm and one at 1300 nm, traveling in the same fiber 
simultaneously, can be divided and directed to two separate detectors, one 
responsive at 0.85 Ltm and one at 1.3 \xm. The 850-nm detector, as shown in 
Fig. 4.27, is not able to respond to the 1300-nm optical signal, so no interference 
between the two signals occurs at 850 nm. Although the 1300-nm detector can 
respond to 850-nm wavelengths, its responsivity is typically at least 8 to 10 
dB lower than at 1300 nm, so any 850-nm optical signals reaching the detector 

INFRARED 

1.55 LEDs 

1.300 LEDs 

1.06 LEDs 

.850 LEDs 

H 1 1 h 
0.45        0.55 0.65 0.75 0.85 0.95 1.05 1.15 1.25 1.35 1.45 1.55        1.1 

Fig. 4.26   Source spectra available from LEDs. 
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Fig. 4.27   Detector responsivity. 
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Fig. 4.28   Dichroic beamsplitters. 

^^ 3(im 

0.85(im 

are attenuated about 10 dB relative to the 1300-nm signals. This is often 
sufficient attenuation, given typical system power budgets, to produce effective 
two-channel multiplexing. 

In many cases, 30 dB or more of relative attenuation is necessary. Filters 
like those shown in Fig. 4.28 can be used to accomplish this. The filters are 
multilayer dielectrics designed to selectively reflect and transmit different 
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wavelengths. The quality of the filter is judged by the maximum percentage 
transmission or reflection and the steepness of the cutoff edge. The percentage 
transmission affects the attenuation of the signal, and the steepness of the 
edge determines how closely in wavelength the two channels can be placed. 

Figure 4.29 shows a dichroic two-color multiplexing device constructed from 
such filters. Two light signals having different wavelengths (850 nm and 1300 
nm, for example) enter the device from the fiber as shown in the figure. The 
light is collimated and the collimated beam is incident on the filter where one 
wavelength is reflected and the other is transmitted. The resulting two colli- 
mated beams are refocused into separate fibers. This device works in reverse 
as well, so bidirection transmission paths are possible over a single fiber. The 
quality of the two channels can be measured by how much of the wrong wave- 
length remains in the channel. Typically, a single filter can produce about 30 
dB of optical isolation (one part in 1000). Higher quality filters are possible, 
but it is usually more cost effective to place one or more "blocking" filters in 
front of the output fibers. In an 850/1300-nm dichroic system, a 1300-nm block- 
ing or reflecting filter would be placed in front of the 850-nm fiber to produce 
up to 30 dB more isolation. 

Figure 4.30 shows the wavelength versus percentage transmission of an- 
other type of filter, which can be made from dielectric filters, called the band- 
pass filter. This filter is designed to reflect all light except a narrow bandwidth, 
which is transmitted. A number of such filters can be stacked to select out 
multiple optical channels. This can also be accomplished by stacking high- or 
low-pass filters having slightly different cutoff wavelengths, as shown in Fig. 
4.31. The number of channels possible is limited by the filter characteristics 
as already described. 

One drawback of dichroic filters used in multiplexing optical signals is that 
the percentage transmission decreases as the optical bandpass of the filter 
decreases. Therefore, to multiplex several channels within the spectral region 

Collimating Lens Dichroic Filter 

k, + X2 LX: 

]   Blocking Filter 

Fig. 4.29   Dichroic coupler configurations. 
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Fig. 4.30   Bandpass filters. 
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Fig. 4.31   Multiple-channel dichroic multiplex system. 

of a single type of LED (850 nm, for example), the exceptionally narrow filter 
bandpass required increases the wavelength division multiplexing (WDM) in- 
sertion loss considerably. 

To avoid this problem, WDM that uses a dispersive element can be employed. 
A schematic of such a device is shown in Fig. 4.32. In the demultiplexing mode, 
light of many different wavelengths (\i . . . \„) emerges from the input fiber 
and is collimated before it strikes a reflective diffraction grating. The grating 
diffracts the light, sending a collimated beam for each X back to different 
fibers. For a discrete set of input X.s, a discrete set of output positions is gen- 
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Collimating Lenses 

^■■■K 
Diffraction Grating 

Fig. 4.32   Dispersive WDM schematic diagram. 
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1/4 Pitch Qraded-lndex Rod Lens 
Glass Prism 

Fig. 4.33   Dispersive element WDM. 

erated. If the input spectrum is continuous, then any number of output channels 
can be obtained with proper placement of the output fibers. In that case, the 
centers of the output channels are determined by the fiber positions, whereas 
the bandpasses of each channel are determined by the size of the fiber core. 

A practical device such as the one just described is shown in Fig. 4.33. In 
this device, one lens serves for both output and input fibers. For convenience, 
a graded-refractive-index (GRIN) rod is used to focus the light. The grating is 
replicated on the back of a prism whose angle closely matches the blaze angle, 
so that the grating is used in the Littrow configuration. Figure 4.34 shows the 
bandpass characteristics of this device when used to multiplex or demultiplex 
four channels. Figure 4.35 shows a four-channel system constructed from a 
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Fig. 4.34   WDM bandpass. 

Fig. 4.35   Four-channel WDM system. 

pair of these bidirectional devices. Typical performance of this type of device 
is given in Table 4.9. 

Note that the effective attenuation of the narrow bandpass channels is 
greater than the center-band attenuation. For example, if the channel width 
is 12 nm and the LED source spectral width is 50 nm, the effective channel 
attenuation is the sum of the WDM loss and the filtering effect of the WDM 
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Table 4.9   Dispersive WDM Performance 

Grating Constant 1200 lines/mm 
Blaze Angle 17.45 degrees 
Input Fiber 100/140 
Output Fiber 100/140 
Minimum Channel Spacing 24 nm 
3 dB Channel Width 12 nm 
Crosstalk Isolation >30dB 
Centerband Attenuation 3 dB 

channel on the LED spectrum. So, if an LED unfiltered would launch -10 
dBm into 100/140 fiber (Po), then the power that would exit the output of the 
WDM would be 

Po -  (LwDU + ^bandpass)   , (4.35) 

where Po = LED full spectral power, LWDM = WDM center channel atten- 
uation, and Lbandpass = "filtering" attenuation in decibels, which is defined as 

lOlogl 
/channel FWHM\ 

LEDFWHM   7 

Using Po =  -10 dBm, LWDM = 3 dB, channel FWHM = 12 nm, and LED 
FWHM = 50 nm, we obtain 

P = -10 dBm - 3 dB - 10 log|| 

= -10 dBm - (3 dB + 6 dB) (4.37) 

= -19 dBm . 

This is the total effective launch power in the WDM channel. A full consid- 
eration of system effects is given in Sec. 4.7.5 

4.5.3    Electronic Multiplexing 

Because optical fiber links can support high data rate transmission over longer 
distances than wire or coax links, it is often advantageous to combine standard 
electronic multiplexing techniques with fiber optics to produce multiplexed 
data paths. A diagram of a digitally multiplexed generic link is shown in 
Fig. 4.36. 

Digital Multiplexing. Both analog and digital data can be multiplexed using 
a digital technique called time division multiplexing (TDM). If the data to be 
combined are already in digital form, it is a simple matter to multiplex the 
data using a parallel-to-serial converter, such as a shift register, as shown in 
Fig. 4.37. In this technique, each data input, which is itself a serial data stream, 
is sampled in turn, 1 bit from each input. The shift register is then clocked 
out at a rate that is at least eight times the highest data rate of the individual 
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Fig. 4.36   Electronic multiplexing block diagram. 
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Fig. 4.37   TDM using shift registers. 

inputs. These serial data are then transmitted over the optical fiber, after 
which they are fed into another shift register used in the serial-to-parallel mode. 

Conceptually, this is simple. However, it cannot practically be used in this 
form, normally. The main problem is synchronization between the two circuits. 
To correctly rebuild the eight individual data streams, it is necessary to make 
sure that each sampled channel from the multiplexer (MUX) comes out of the 
demultiplexer (DEMUX) on the same channel. In addition, the demultiplexer 
circuit clock must be timed accurately to the multiplexer clock. These problems 
can be overcome by transmitting separate clock and synchronization channels 
over separate fibers, or via wavelength multiplexing. This is a somewhat in- 
elegant and risky approach, however, given the timing problems involved and 
the original reason for multiplexing, which was to reduce the number of fibers 
needed to transmit the data. 

Figure 4.38 shows the typical solution to these problems. The data inputs 
are sampled as before, but extra "framing bits" are added to the data stream 
to provide a means for the receiver to resynchronize the channels. A data 
encoder is also used to insert the clock into the final serial stream. This en- 
coding can be any technique, such as Manchester or m-B/n-B, which will guar- 
antee an adequate number of transitions for the clock to be recovered at the 
receiver side of the link. This also has the added benefit of increasing the 
lowest frequency that is transmitted through the optical link, simplifying the 
receiver design. The serial output of the optical receiver passes through a clock 
recovery circuit. The recovered clock is now used to achieve correct timing in 
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Fig. 4.39   TDM with analog signals. 

the remaining circuitry. Next, the data are decoded, leaving only the actual 
data and frame bits. In some cases, the clock recovery and decoder functions 
are provided by the same circuit. Finally, the framing bits are removed and 
the serial data are restored to their original parallel-sampled form. In most 
cases, latches are required on both the input to the MUX and the output of 
the DEMUX. Several silicon and GaAs IC manufacturers now offer circuits 
that provide the entire MUX and DEMUX functions on a chip. Some of these 
products can be used to multiplex up to 40 channels of data at a resulting 
combined data rate of 500 Mbits/s. Other circuits can be obtained, in a less 
integrated form, to multiplex eight channels at a combined rate of 1.6 Gbits/s. 

To multiplex analog data using this technique, the use of analog-to-digital 
(A/D) converters is required. Figure 4.39 shows how this is accomplished. The 
analog data are converted to ra-bit parallel digital output, which is latched and 
converted to serial format by the shift register. Often, the latches are included 
in the output of the A/D converter. To avoid aliasing effects, the sample rate 
of the analog signal must be at least twice the highest frequency contained 



FIBER OPTIC SYSTEMS    285 

within it. To multiplex several analog signals, the number of channels in the 
MUX must be at least n x m, where n is the number of bits of resolution of 
the A/D converter and m is the number of signals to be multiplexed. 

4.6   SYSTEM COMPONENTS 

In the foregoing discussions, the key elements of a fiber optic link have been 
described (transmitters, receivers, fiber, and multiplexers). In this section, the 
remaining kinds of components most often used in fiber optic systems are 
described and their important performance features explained, especially as 
they relate to fiber optic system performance. 

4.6.1    Connectors and Splices 

The most basic component to be considered in a fiber optic system after the 
transmitter, receiver, and fiber is the fiber connector or splice. There are many 
different means used to make a fiber-fiber optical connection, but they fall into 
two main categories: splices and connectors. Although factors such as mode 
mixing and modal noise can be important in some types of systems, the fun- 
damental performance parameter is attenuation. Connection attenuation is 
composed of the following components. 

4.6.1.1 Fresnel Loss. Figure 4.40 shows an exaggerated view of the inter- 
face between two fiber cores. A light ray is shown propagating from a fiber 
core with refractive index n\ through an intervening medium of index n% and 
into a second fiber core of index 7x3. In general, there is a reflection at each 
interface where the indices on either side of the interface are different. The 
magnitude of the reflected power is given by 

R = (na - nbfl{na + nbY (4.38) 

where na and rib are the refractive indices of the media on each side of the 
interface. The Fresnel loss is given in decibels by 

LF = lOlogiod - R) (4.39) 

In most cases, we consider an air-glass interface where n\ = 1.5 and n% = 1.0, 
resulting in a Fresnel reflection of 0.04 (4%) and a Fresnel loss of 10 logio 
(0.96) = 0.18 dB for each interface. In the general case shown in Fig. 4.40, 
there are two such interfaces with n\ = 713 = 1.5 and ri2 = 1.0, which give 

Fig. 4.40   Fiber-fiber interface. 



286    IR/EO HANDBOOK 

two reflections of 4% each. The resulting Fresnel loss is (0.96)2 or 0.35 dB. 
This is the case for a typical fiber optic connector. To reduce this loss, nz must 
be made more nearly equal to rai. This can be accomplished either by using 
an index-matching fluid or by eliminating the interface altogether by fusing 
the two fiber cores together. Because this Fresnel loss is relatively small, it is 
normally ignored. In some cases, elimination of the reflected light is more 
important than the Fresnel loss, because the reflected light can cause a deg- 
radation of performance in some types of systems. It is also important to note 
that if the two interfaces are sufficiently flat and parallel, the gap is of the 
proper dimension, and the refractive index difference is correct, a Fabry-Perot 
cavity is made between the two fiber cores. The interference effects of this cavity 
can either reduce or amplify the reflection, depending on the wavelength of the 
light being transmitted. This can produce unpredictable loss in the typical single- 
wavelength system, and can have disastrous effects in a wavelength-multiplexed 
system. 

4.6.1.2 Mismatch Loss. Figure 4.41 shows the situation where two fibers 
having different core sizes are coupled together. Light rays propagating from 
the smaller core to the larger core suffer no additional attenuation. However, 
assuming fully filled conditions, the light coupled from the larger core to the 
smaller sees a mismatch loss of 

Ld iameter 10 \og{D\lDl) [dB] (4.40) 

where D\ and T>i are the diameters of the two cores, as shown. Figure 4.42 
shows a similar effect related to numerical aperture mismatch. Again, the loss 
is given by the ratios of the squares of the two NAs. 

LNA = 10 log(NA?/NA|) [dB] (4.41) 

Figure 4.43 is a graph from which the loss can be found if the diameter or NA 
ratios are known. 

4.6.1.3 Fiber End Separations. Figure 4.44 shows two fibers of the same 
diameter D and NA, separated by a distance S. To find the loss under these 
conditions, the end face area of the fiber from which the light rays emanate 
is projected at an angle corresponding to the NA, at a distance S from the face. 
Then the diameter mismatch relation is used. The resulting formula for the 
loss is 

Jgap 20 log[l + 2|(NA)] [dB] (4.42) 

Fig. 4.41   Fiber core mismatch. Fig. 4.42   Numerical aperture mismatch. 
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Fig. 4.44   End separation loss. 
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Fig. 4.45   End separation loss graph. 

This result is valid only for fibers with matching diameters and NA, which is 
the usual case. The loss for other situations may be derived from the foregoing 
discussions. A graph of the gap loss is given in Fig. 4.45. 

4.6.1.4 Splice Types. There are two basic methods of making splices. Fu- 
sion splices, which have been discussed, are made by removing the protective 
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buffer layers from the fiber, cleaning the fiber to remove contaminants, and 
then cleaving the ends to produce a clean, flat face. The two ends are aligned 
and held under slight compression while" being heated. When the glass melting 
point is reached, the fibers flow together and the heat is removed. A protective 
buffer layer is added to the bare glass, and the splice is placed in a protective 
tube. The splice loss is normally less than 0.1 dB and the spliced fiber is 
mechanically as strong as an unspliced fiber. Manual or automatic machines 
are available that can perform the fusion process. 

The second type of splice is the permanent or semipermanent mechanical 
splice. Fibers are prepared in the same manner, but instead of being fused 
together, the fiber ends are butt coupled using an index-matching medium 
inside a precision tube or groove mechanism. In some cases, the index-matching 
medium is an epoxy, especially one that cures when exposed to ultraviolet 
light. Insertion loss of a mechanical splice is rarely less than 0.1 dB, and can 
be several tenths of a decibel or more, depending on the quality of the me- 
chanical components. Even though the mechanical splice exhibits higher loss 
than the fusion splice, its low cost and ease of use make it popular among 
many system designers. 

4.6.1.5 Connector Types. In most cases, a fiber splice is intended to be a 
relatively permanent fiber-fiber coupling. The connector, on the other hand, 
is intended to be mated and demated a number of times during its service life. 
There are two basic types of optical connectors—butt coupled and expanded 
beam. 

Butt-Coupled Connectors. Figure 4.46 shows the alignment technique used 
in butt-coupled connectors. Fibers are epoxied into metal or ceramic ferrules, 
whose inner and outer diameters have been carefully machined or otherwise 
made very accurate and concentric. Two ferrules are aligned inside a precision 
alignment tube, which accurately positions the two ferrules with respect to 
each other. The accuracy of the alignment of the two fiber cores depends on 
the combined tolerances of the individual components. Connection losses are 
typically 0.5 to 1.5 dB. Standard connectors of this type are known by their 
types: SMA, ST, and FC. Several manufacturers produce each type. The ends 
of the ferrules and fibers can be polished convex so that reflections from the 
fiber ends are minimized when the ends touch. This is the physical contact 
(PC) technique, and is usually found in ST or FC connector styles. In another 

Precision Alignment Tube 
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Fig. 4.46   Butt-coupled connector. 
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Fig. 4.47   Expanded-beam connector. 

variation, called the biconic connector, the ferrules and alignment tube have 
matching cone shapes with the apex at the fiber end face (although the fibers 
are either flat or PC polished). The conical shapes help maintain the alignment 
of the fibers. 

Expanded-Beam Connectors. Figure 4.47 also shows the basic components of 
an expanded-beam connector. The ferrules are made such that a lens is placed 
one focal length away from the end of the fiber. Then the light exiting the 
fiber is collimated into a parallel beam, which is refocused into the mating 
fiber by a lens in the second ferrule. The major advantages of the expanded- 
beam connector are its relative insensitivity to lateral misalignment and con- 
tamination. In a butt-coupled connector, a single particle of contamination 
that is only 50 \im in diameter can greatly affect the performance of the 
connector, even to the point of causing the fiber ends to shatter. A typical 
expanded-beam connector, on the other hand, contains a lens of 1 to 3 mm 
diameter. This expanded beam is much less sensitive to a small particle, and 
the lens can be wiped clean in the field without significant damage. Lateral 
alignment tolerances are also greatly relaxed because of the expanded beam. 
However, there is a corresponding increase in the requirement for accuracy 
in angular alignment. In addition, losses for the expanded-beam connector are 
usually greater, typically 1.5 to 2.0 dB or more. 

4.6.1.6 Connector Systems. In the foregoing discussions we have actually 
been discussing the terminus portion of a connector, rather than the connector 
itself. Over the years, a great deal of effort has gone into the development of 
connector systems—i.e., the mechanical fasteners in which the termini are 
housed. In general, any of the standard connection systems (subminiature, 
D-style, and circular, for example) can be modified for optical terminus systems. 
In fact, the SMA optical connector is an optical version of an electrical connector 
(subminiature-A). Several connector manufacturers have already adapted their 
standard connectors for optical fibers. It is currently possible to obtain MIL- 
T-29504 optical contacts for MIL-C-38999 circular connectors, many times 
configured for both optical and electrical connections. This area of fiber optic 
technology changes rapidly in response to market requirements. 
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4.6.2    Couplers 

In many fiber optic systems, it is necessary to distribute or combine optical 
paths between several transmitters and receivers. To accomplish this, an op- 
tical coupler is used. 

4.6.2.1 Tap Coupler. The simplest type of coupler is the tap coupler, also 
known as a 2 x 2, 1 x 2, T-coupler, or Y-coupler. Figure 4.48 shows the 
various configurations. 

This simple coupler allows the light from one fiber core to leak into another 
fiber core, so that light from port 1 comes out of ports 2 and 4. The following 
parameters define the performance of the 2x2 coupler, with port 1 being the 
input port. 

split ratio = port 2/port 4 

directivity = port 3/port 1 

excess loss = port 1 - (port 2 + port 4) 

splitting loss = port2/port 1 or port 4/port 1 . 

The split ratio is defined as the ratio of the light in the two output ports. 
For example, 50/50 would be an equal amount of light (one half of the total 
input light power) in each output. Because 50% of the light is 3 dB, this type 
of coupler is often called a 3-dB coupler. Directivity is a measure of the amount 
of light that scatters backward into port 3. In a perfect coupler, this would be 
zero, but it typically measures - 30 to - 40 dB or less, when the output ports 
are index matched. Excess loss is the difference between the input power and 
output power. It is a measure of the efficiency of the coupler. It can range from 
less than 0.1 dB for a single-mode coupler to 1.5 dB for large-core multimode 
couplers. The splitting loss is the fraction of light appearing at each output 
port, neglecting the excess loss. For example, a 50/50 coupler has a splitting 
loss of 10 log(0.5) = 3 dB at each port, whereas a 90/10 coupler has a splitting 
loss of 10 log(0.9) = 0.46 dB on one port and 10 log(O.l) = 10 dB on the other 
port. The actual loss of the coupler is found by adding the excess loss to the 
splitting loss. For example, a 50/50 coupler with a 1.0-dB excess loss would 
have a total loss of 3 dB + 1 dB = 4 dB. This is the loss value that would be 
used in a system power budget. 

Port 1     /7s.    Lapped Region   A\ Port 2 

Taper Region                                                          N.             j—'   ~/ _^ 

Porti   Q^^^__^^^3)     Port2 /> <\ ® 

Port3   (C- ^^^D     PortA port3    (/^        ^N£) PortA 

Fused Biconic Taper Lapped Coupler 

Fig. 4.48   Configurations of 2 x 2 tap couplers. 
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The 2x2 coupler can be fabricated in a number of ways, but the most 
common are shown in Fig. 4.48. In the fused biconic taper (FBT) coupler, the 
two fibers are held together while being slowly heated under tension. As the 
glass melting point is reached, the two fibers fuse together and are drawn 
down into a taper that is smaller than either of the individual fibers. The 
tapering process produces two cone-shaped regions in the coupler. The change 
in angle of the core-cladding interface is enough to convert many core modes 
into cladding modes in the taper. At the exit end of the taper, the reverse 
situation allows the cladding modes back into the expanding core. Because 
light in the taper region is contained in the cladding, any contamination such 
as finger oil or any index-matching packaging materials that come in contact 
with the glass surface allow light to leak out of the coupler. For this reason, 
the FBT couplers are normally suspended in air within a housing. 

A different technique is used to produce a lapped coupler. A fiber is mounted 
on a radius tool and then a flat is polished or "lapped" on one side, exposing 
an oval-shaped region of the core (for multimode couplers). A second fiber is 
prepared in a similar manner, and the two flat sides are pressed together, 
making a coupler. To make this coupler permanent, the two fibers may be 
bonded together by a laser welding process. The resulting coupler is very 
strong, and, because no cladding mode conversion takes place, it can be en- 
capsulated in epoxies to withstand a more rugged environment than the FBT 
coupler. The split ratio is determined by the polish depths of the two fibers, 
and the excess loss is determined by the quality of the polished surfaces, the 
relative alignments of the two flats, and the quality of the weld. By varying 
the fiber sizes and polish depths of the two fibers it is possible to make a coupler 
that has a different split ratio, depending on whether port 1 or port 3 is the 
input. This type of coupler is called asymmetric and can be used effectively in 
linear data bus systems. 

Another method of making couplers is through the use of planar waveguide 
technology, as shown in Fig. 4.49. Two basic structures are possible. Photoresist 
and microlithographic techniques can be used to etch thin layers of glass that 
have been deposited on silica substrates, leaving raised waveguides, as shown. 
Similar techniques can be used to diffuse impurities into glass or other ma- 
terials, creating areas of altered refractive index resulting in buried wave- 

Port 1 Port 2 

Port 4 

Fig. 4.49   Waveguide coupler. 
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Fig. 4.50   Star couplers. 

guides. Losses for waveguide-type couplers are comparable to those of FBT 
couplers if the waveguide material is low loss. 

4.6.2.2 Star Couplers. Using these techniques, it is possible to make cou- 
plers having a larger number of input and output ports. Couplers larger than 
2x2 are generally called star couplers. Figure 4.50 shows how FBT techniques 
can be used to construct 4x4 star couplers, both transmissive and reflective. 
In transmissive stars, input and output ports are on opposite ends of the cou- 
pler. In reflective stars, input and output ports are on the same side of the 
coupler. Star coupler loss is given by 

loss = 10 log- + Ein)   [dB] , 
n 

(4.43) 

where n is the number of ports and Ein) is the excess loss, which may be 
related to the number of ports. In most cases, the value of Ein) includes port- 
to-port variations, and for multimode couplers is typically 1 to 1.5 dB. For 
single-mode couplers, it can be as low as 0.1 dB. Excess loss for reflective star 
couplers is typically larger than for transmissive stars, because the fuse-taper 
region is traversed twice. 

4.7   SYSTEM ANALYSIS 

Given the component data and specifications from the preceding sections it is 
now possible to assemble complete fiber optic systems and to calculate the 
performance of those systems. Two basic tasks must be performed in the system 
analysis: power budget analysis and bandwidth budget analysis. In this section, 
the analyses are explained and several examples of typical fiber optic systems 
are given. 

4.7.1    Power Budget Analysis 

Power budget analysis is the calculation of the amount of light power that 
arrives at the detector in comparison to the amount of light power required 
for reliable system operation. If the power budget is positive, then the system 
will have excess light, or margin. Systems having too little optical power to 
operate reliably (i.e., zero or negative margin) are called loss-limited systems, 
compared to systems that have adequate optical power but insufficient band- 
width, which are bandwidth-limited systems. The following steps should be 
performed in determining the power budget. 
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1. Determine the launch power. In most cases, the manufacturer of the 
transmitter or light source will specify the launch power into various 
fiber core sizes. If the total emitted power is specified, the power launched 
into the fiber core can be found using the graphs in Sec. 4.3. Linear 
units (microwatts, for example) should be converted into log units 
(dBm) for easier calculation of margins. For example, a launch power 
of 100 JJIW should be converted to -10 dBm. For modulated launch 
power, either peak or average power may be specified, as defined in 
Fig. 4.51. For most digital systems, the difference between peak and 
average power is 3 dB. In analog systems, such as video intensity 
modulated links, this may not be the case. 
Total the system losses. Add the attenuations of all the passive optical 
components. 
Calculate the light power incident on the detector. This is done by 
subtracting the system losses from the launch power. Again, this is 
easier to do when the launch power is in dBm units. 
Find the receiver sensitivity. The receiver manufacturer will specify 
the minimum light power that produces adequate SNR for the appro- 
priate analog signal reception or bit error rate for digital signal re- 
ception. This should be converted into dBm and should be in peak or 
average levels to match the launch power. 

5. Calculate the power margin. Subtract the receiver sensitivity from 
the light power incident on the receiver. The difference is the power 
margin. A positive number indicates extra light power is available. 

A power margin of zero indicates that there is just sufficient optical power 
at the receiver to allow the system to operate. Obviously, it is desirable to 
have somewhat more power than this. Launch power, system losses, and re- 
ceiver sensitivity may all change as a function of environmental conditions 
and age. A typical system allows a 3- to 5-dB margin to allow for these factors. 
Figure 4.52 is a nomograph that can be used to perform power budget analyses. 
By knowing any two of launch power, system loss, and receiver sensitivity, 
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Fig. 4.51 Peak and average power. 
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Fig. 4.52   System power budget chart. 

the third can be found on the chart by drawing a straight line between the 
two known values and noting where this line intersects the third scale. 

In most cases, the tolerances of the various components are assumed to 
combine in such a way as to produce worst-case operation, and the margin is 
calculated under this condition. It is equally likely, however, that the toler- 
ances will combine in a way to produce a best-case system. It is necessary that 
the receiver dynamic range be capable of operating under both of these con- 
ditions. Therefore, once the power margin is found to be sufficient, it is a good 
idea to check the probable dynamic range requirements. 

4.7.2    Bandwidth Budget Analysis 

In addition to the system optical power requirements, it is necessary that the 
system bandwidth be adequate to allow transmission of the data. Bandwidth 
requirements for different data types are discussed in Sec. 4.4. Bandwidths of 
fibers are discussed in Sec. 4.2, and other passive components generally have 
no effect on bandwidth. The following relations are used to find the system 
bandwidth: 

BW = 
0.35 
Tr (4.44) 

where BW is the bandwidth and Tr is the 10% to 90% risetime. 

Tr2
sys = Tr2

Tx + Tr2
Rx + Tr|ber , (4.45) 
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where 

■iTsys 

Trxx 
TrRx 

= system risetime 
= transmitter risetime 
= receiver risetime 

Traber = fiber risetime. 

If the system risetime equation is satisfied, then the system will operate at 
the required data rate with the correct SNR or bit error rate (BER). If the 
system bandwidth is inadequate, then a power penalty is necessary to re- 
establish SNR (i.e., additional optical power is required). Of course, there is a 
limit to the amount of power penalty that can be used to make up for bandwidth. 

4.7.3    Simple Data Link 

Figure 4.53 shows a simple data link consisting of a transmitter, a receiver, 
and a length of fiber. The object of this example is to calculate the maximum 
possible length of fiber, given the known performance limits of the transmitter 
and receiver. The following information is known: 

1. data rate = 100 Mbits/s, NRZ format 
2. fiber is 100/140, 0.29 NA, bandwidth = 200 MHz km 
3. transmitter launch power = -10 dBm at 850 nm 
4. receiver sensitivity = - 37 dBm at 100 Mbits/s, NRZ 
5. fiber attenuation = 4 dB/km at 850 nm. 

First, calculate the power budget: 

launch power Rx sensitivity: 

allowed loss: 

safety margin: 

remaining margin: 

length of fiber: 

-10 dBm 
 37 dBm 

27 dB 

-4 dB 

23 dB 

23 dB / 4 dB/km 5.75 km. 

Next, calculate the bandwidth budget: 

0.7 system risetime 
for NRZ data: 

system bandwidth: 

fiber bandwidth: 

TRS, 
0.7 

BWsys = T 

data rate 

0.35 

100 Mbits/s 

0.35 

= 7.0 x 10" 

50 MHz 
Rsys      7x10  9 

BWfiber = 200 MHz km / 5.75 km = 40 MHz. 

o 
Transmitter Receiver 

Fiber 

Fig. 4.53   Simple data link. 
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Because the fiber bandwidth at 5.75 km is less than the required system 
bandwidth, the system is bandwidth limited. Now the new length of fiber must 
be calculated to satisfy the bandwidth limitations. 

Calculate bandwidth-limited fiber length and new power margin: 

200 MHz km / 50 MHz = 4 km 

Allowed loss 27 dB 

-4-km fiber       -16 dB 

margin 11 dB . 

Now the receiver must be able to operate at - 26 dBm. 

4.7.4    Full-Duplex Link with Dichroic Couplers 

Figure 4.54 shows a full-duplex (bidirectional) link in which data are traveling 
in opposite directions simultaneously in the fiber. This is accomplished by 
using two different wavelengths (850 and 1300 nm) and dichroic couplers. The 
following information is known: 

1. data rate = 10 Mbits/s, NRZ 
2. fiber is 50/125, 0.2 NA, 1000 MHz km, 2-km long, with attenuation of 

4 dB/km at 850 nm and 2 dB/km at 1300 nm 
3. 850-nm Tx launch power = -13 dBm 
4. 1300-nm Tx launch power = -16 dBm 
5. 850-nm Rx sensitivity = - 30 dBm 
6. 1300-nm Rx sensitivity =  -32 dBm 
7. dichroic coupler loss = 1.5 dB 
8. dichroic coupler crosstalk = 30 dB. 

First, calculate the bandwidth budget: 

fiber bandwidth = 1000 MHz/km / 2 km = 500 MHz . 

850nm 850nm 

a 
2km 

Dichroic 
Coupler 

Fig. 4.54   Full-duplex link. 
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System bandwidth required is 5 MHz (see Sec. 4.7.3). Since the other system 
components do not contribute to bandwidth, the system is not bandwidth- 
limited. 

Second, calculate power budget: 

850 nm 1300 nm 

Launch power -13.0 dBm -16.0 dBm 

Dichroic coupler 1.5 dB 1.5 dB 

Connector 1.0 dB 1.0 dB 

Fiber (2 km) 8.0 dB 4.0 dB 

Connector 1.0 dB 1.0 dB 

Dichroic coupler 1.5 dB 1.5 dB 

Received power -26.0 dBm -25.0 dBm 

Rx sensitivity -30.0 dBm -32.0 dBm 

Margin 4.0 dB 7.0 dB 

Next, check crosstalk levels. Because this is a full-duplex system, any signal 
leaking from one channel to the other will appear as noise to the receiver, and 
will increase the BER if it is greater than 15 dB below the actual signal level.16 

For the 1300-nm Rx: 

launch (850 nm) 

crosstalk isolation 

crosstalk level 

1300-nm received power 

difference 

-13.0 dBm 

30.0 dB 

-43.0 dBm 

-25.0 dBm 

18.0 dB . 

Therefore, the 1300-nm link is okay. 
For the 850-nm Rx: 

launch (1300 nm) -16.0 dBm 

crosstalk isolation 30.0dBm 

crosstalk level -46.0 dBm 

850-nm received power -26.0 dBm 

difference 20.0 dB . 

Therefore, the 850-nm link is acceptable. 

4.7.5    Four-Channel Wavelength Multiplexed Link 

In this example, shown in Fig. 4.55, a four-channel WDM is used to combine 
four data channels onto a single fiber. The following information is known: 
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730nm WDM WDM 

Tx 
Connector o Rx 
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780nn 

Tx 

n  II— 
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 11  
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830nn n 

Tx Rx 

860nn i 

Tx Rx 

Fig. 4.55   Four-channel WDM link. 

1. Fiber is 100/140, 0.29 NA, 200 MHz km, 1-km long with attenuation 
of 4 dB/km. 

2. WDM loss is 4 dB, channel width is 15 nm. 
3. Wavelength-related performance summary: 

730 nm 780 nm 830 nm 860 nm 

Launch power 

LED spectral width 

Receiver X penalty 

- 7.0 dBm 

30 nm 

2 dB 

-12.0 dBm 

40 nm 

IdB 

-10.0 dBm 

45 nm 

OdB 

-3.0 dBm 

50 nm 

OdB 

The receiver wavelength penalty results from reduced photodiode responsivity 
at the shorter wavelengths. The actual WDM attenuation is a combination of 
the basic loss of the device and the filtering effect of the WDM channels on 
the LED spectra. The filter factor is calculated as described in Sec. 4.5.2. An 
additional loss of about 1 dB is normally budgeted for a mismatch between 
the multiplexer and demultiplexer. The object of this example is to calculate 
the optical power that will arrive at the receivers. 

730 nm 780 nm 830 nm 810 nm 

Launch -7.0 -12.0 -10.0 -3.0 

WDM 4.0 4.0 4.0 4.0 

Filter factor 3.0 4.3 4.8 5.2 

Connector 1.0 1.0 1.0 1.0 

Fiber 4.0 4.0 4.0 4.0 

Connector 1.0 1.0 1.0 1.0 
WDM 4.0 4.0 4.0 4.0 

Mismatch 1.0 1.0 1.0 1.0 

Rx penalty 2.0 1.0 0 0 

Received power -27.0 dBm -32.3 dBm -29.8 dBm -23.2 dBm 
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Node (N) 

• • 

 H- 

Transmlssive 
Star Coupler 

Star Network 
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Node (1) Node (2) Node (N) 

Unear Bus - Single Fiber Bidirectional 

Fig. 4.56   Basic network topologies. 

4.7.6    Fiber Optic Networks 

There are an almost endless number of ways to configure fiber optic components 
into networks. However, the various topologies can be broken down basically 
into stars or linear busses. Figure 4.56 shows these two topologies. 
4.7.6.1 Star Network. In the star network, each node or terminal is fur- 
nished with a transmitter and a receiver. All transmitters are connected to 
the input side of an n x n star coupler. All of the receivers are connected to 
the output ports of the star. The power budget is inversely proportional to the 
number of nodes, exactly following the star coupler loss. The advantages of a 
star network are that it exhibits the minimum loss of any passive topology, 
and that it requires the minimum dynamic range, because each node sees the 
same loss. The main disadvantages are that the star is located remotely from 
the nodes, requiring a large number of fibers to provide all of the necessary 
connections, and that a failure of the star can defeat the entire network. 
4.7.6.2 Linear Bus. The linear bus is characterized by a bus fiber and some 
number of nodes where light is tapped and inserted. The linear bus is a serial 
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construct rather than a parallel one like the star network. The loss from one 
node to another is additive and is, therefore, different for each node to node 
combination. The figure shows one way to obtain bidirectionality at each node 
on a single fiber by using a 50/50 coupler. The coupler increases the node-node 
loss by about 8 dB. A bidirectional bus without 50/50 couplers would rely on 
two bus fibers, one to carry information in each direction, and twice the number 
of transmitters and receivers. The advantages of the linear bus are that it 
requires only one or two fibers to connect all of the nodes, and that there is 
no single point failure such as with a star coupler (although, depending on the 
network protocols, a broken bus fiber might produce the same result). In many 
installations, a linear topology is the most sensible physical layout for a net- 
work. The main disadvantage is the higher loss of the linear bus. 

Linear busses can be configured from either symmetric or asymmetric tap 
couplers. Figure 4.57 shows the difference in operation between the two. The 
basic difference is that the asymmetric couplers allow more light to be injected 
onto the bus fiber, effectively stretching out the number of nodes that can be 
accessed with limited launch power and receiver sensitivity. 

Figure 4.58 is a graph showing relative losses for different numbers of nodes 
for four different basic topologies. The reflective star coupler topology includes 

El Bus Fiber 

SI Tap Fibers 

In 

1 2 3 4 

1 - 0.95 - 10.8 

2 0.95 - 10.8 -- 
3 -- 10 - 0.95 

4 10.8 0.95 -- 

In 

1 

Out 

2           3 4 

1 -- 0.3 - 17.5 

2 0.3 - 17.5 - 
3 - 3.0 - 19.0 

4 3.0 - 19.0 - 

90/10 Symmetric Coupler Losses 200/50 Asymmetric Coupler Losses 

Fig. 4.57   Tap couplers for linear bus. 

x    Symmetric dual linear bus with 
90/10 couplers 

A    Asymmetric dual linear bus with 
100/400 couplers 

+   Transmissive star with 1.5 dB 
excess/uniformity 

•    Reflective star with 1.5 
excess/uniformity and 2 x splitter 

20 25 30 35 40 

Fig. 4.58   Network optical losses. 
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the loss of a 2 x 2 coupler at each node. The linear topologies use losses shown 
in Fig. 4.57, with splices at 0.1 dB each used to connect the couplers. 
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Aerosols 
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scattering, 97 
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fog and cloud attenuation, 163-165 
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snow and ice, 165 
water vapor, 160-161, 163, 211 
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rain, 24 
snow, 25 
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Atmospheric propagation, 20-29 
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atmospheric transmission, 22-23, 27 
Beer's law, 21 
computer models, 27 
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weather effects, 22-26 
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meteorological range, 23-24 
precipitation, 24 
visibility, 23 

Atmospheric transmission, 22-23, 27 
Automatic target detection, 8 
Automotive radars, 233-234 
Avalanche photodiodes, 259-260, 261 

Backscatter coefficient, 31, 32 
Backscattering, 80,101, 156,159, 168-178 

ground return, 169-175 
sea clutter, 175-178 
volume clutter, 168-169 

Bandpass signaling techniques, 271-275 
Bandwidth, detector, 42 
Bandwidth, fiber, 246-248 
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bandwidth-limited systems, 292 
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Beam shape, 13 
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Coatings, military 
hemispheric reflectance, 95 

Collision avoidance radar, 233-234 
Conical scan radar, 144-145 
Connectors and splices, 285-289 
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mechanical splices, 288 
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directivity, 290 
excess loss, 290 
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planar waveguides, 291 
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splitting loss, 290 
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coupling efficiency, 255 
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Cutoff wavelength, 248 

Damage threshold, 37, 70 
Dark current, 93-94 
Data links, 295-298 

four channel wavelength multiplexed link, 
297-298 

full-duplex link with dichroic couplers, 
296-297 

simple data link, 295-296 
Decorrelation angle, 212-213 
Decorrelation time, 169 
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monolithic microwave integrated circuits 
program, 218 
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pulse compression, 74 
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Demultiplexers, 283-284 
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video, 202-203 

Dichroic filters, 277-279 
Dielectric constant, 200 
Diffraction, 29 
Diffraction gratings, 279-280 
Direct detection laser radar, 35 
Dispersion, 159 

chromatic (material) dispersion, 246, 249 
waveguide, 249 

Doppler shift, 4, 8, 22, 37-40, 56-61, 72-73, 
118, 121-122, 141, 145-146. See also 
Velocity measurement 
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Dynamic range 

fiber optic systems, 263 
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189 
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Extinction ratio, 105-106, 257 
Eye safety/eyesafe lasers, 79, 82, 85, 87, 109- 

110 
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False alarm number, 133 
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False alarm time, 133 
False alarms, 132-134, 138, 140 
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differential phase shift, 205 
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twin-toroid, 206 

polarization switches, 205 
switches, 205 

Fiber attenuation, 249-250 
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Fiber optic systems, 243-301 
bandpass signaling techniques, 271-275 
bandwidth budget, 294-295 
connectors and splices, 285-289 
couplers, 290-292 
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encoding techniques, 265-271 
fiber attenuation, 249-250 
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power budget, 292-294 
receiver characteristics, 260-269 
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dynamic range, 263 
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post-amplifier circuitry, 264-269 

rise time requirements, 273-274 
semiconducting lasers, 252-253 
simple data link, 295-296 
single-mode fibers, 248-249 
source summary, 258 
source-fiber coupling, 253-255 
source trade-offs, 255-257 

extinction ratio, 257 
power consumption, 255-256 
reliability, 257 

step-index multimode fibers, 244-247 
symbols, nomenclature, and units, 243 
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Field of view, 43 
Filters 

bandpass, 278-279 
dichroic, 277-279 
dispersive delay line, 74 
high-pass, 37, 196 
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multilayer dielectrics, 277 
narrow-band optical, 93 
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Fire control systems, 79 
Fog, 163-165 

backscatter, 169-170 
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clutter, 175 
frequency distribution, 175 

Free-space transmission equation, 123 
Frequency diversity, 139 
Frequency multipliers, 196 
Fresnel loss, 285-286 
Fresnel's equations, 166 

Gallium aluminum arsenide diodes, 251 
Gallium arsenide, 193,195, 201, 208 
Gaussian beams, 13-16 
Georgia Institute of Technology 

clutter model, 171-172, 175 
radar systems, 223 
rain backscatter model, 168-169 
sea clutter model, 176 

Graded-refractive-index (GRIN) rods, 280 
Grazing angle, 171, 210-211 
Ground-based MMW radars, 223-233 

airborne target tracking, 225-227 
SEATRACKS radar, 225, 227 
TRAKX radar, 225-226 

surveillance and target acquisition, 223, 
225 

STARTLE radar, 225 
Ground clutter, 169-175 
Gunn diodes, 193-194, 230, 232, 233, 234 
Gyrotrons, 186-187 

Hemispherical reflectance, 95 
Heterodyne laser radar, 36-37 

noise reduction, 44 
pulse compression, 74 

Heterodyne (mixing) efficiency, 50-55 
Heterodyne quantum efficiency, 50-52 
Homodyne laser radar, 37-38 
Hybrid microwave integrated circuits, 207-208 
Hydrometeor attenuation, 162-165 

fog and cloud, 163-165 
rain, 162-163 
snow and ice, 165 

IMPATT diodes, 194-195, 218, 225, 230 
amplifiers, 195-196 

injection-locked oscillator mode, 194- 
195 

reflection mode, 194-195 
oscillators, 194-195 

Indium gallium arsenide phosphide diodes, 
251 

Indium phosphide, 193-194 
Instantaneous field of view, 43 
Integrated circuits 

hybrid microwave, 208 

monolithic microwave, 208 
Integration gain, 213 
Integration time, 139 
Inverse synthetic aperture radars, 145-147, 

227 
Isolators, 205 

Jitter, 71-72 
laser pulse amplitude, 100 

Klystron amplifiers, 188-189 

LADAR, 3 
Lag-angle effect, 42-43 
Lambertian surfaces, 30-31 
Lambertian targets, 11 
Lambert's cosine law, 30 
Laser amplifiers, 69 

master oscillator-power amplifier, 69 
reference oscillator, 69 

Laser cross section. See Target laser cross 
section 

Laser diodes, 251, 258-259 
Laser radar, 1-76 

advantages, 5-9 
vs MMW radar, 8-9, 57 
resolution, 7-8 
small object detection, 8 

applications, 5-9 
atmospheric propagation, 20-29 

atmospheric extinction coefficient 
density function, 21 

Beer's law, 21 
computer models, 27 
molecular absorption, 21-22 
scattering, 21-22 
weather effects, 22-26 

heterodyne efficiency, 50-55 
laser radar measurements, 52-61 

bearing, 58 
intensity, 57-58 
range, 52, 56, 58, 59-60 
target signature, 59 
velocity, 56-57, 60-61 

measurement characteristics, 61-65 
error sources, 63-64 
measurement parameters, 61-63 

principles of operation, 4-5 
bistatic, 5 
heterodyne system components, 4-5 
monostatic, 5 

range equation, 9-12 
antenna gain, 10 
beam profile function, 9 
extended targets, 11-12 
Lambertian targets, 11 
laser radar cross section, 9-10 
microwave radar range equation, 10 
for monostatic laser radars, 10-11 
optical power density, 9 
point targets, 11 
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pointing errors, 10 
problems, 11-12 

receiver characteristics, 35-44 
aperture diameter, 40-41 
detector bandwidth, 42 
detector quantum efficiency, 42 
direct detection, 35 
field of view, 43 
heterodyne detection, 36-37 
heterodyne efficiency, 41 
homodyne detection, 37-38 
lag-angle effect, 42-43 
line-of-sight errors, 42-43 
offset homodyne detection, 39 
optical efficiency, 41 
polarization sensitivity, 41 
three-frequency heterodyne detection, 

39-40 
receiver demodulation, 70-74 

amplitude demodulation, 72-73 
frequency demodulation, 73-74 
pulse demodulation, 70-72 

signal detection, 44-50 
target laser cross section, 28-35 

computer models, 32-33 
diffusely reflecting targets, 30-32 
speckle, 33 
specularly reflecting targets, 29-30 
standards, 33—34 

transmitter characteristics, 12-20 
beam profile function, 14 
beam quality, 16-17 
beam shape, 13 
beamwidth, 15-20 
diffraction limited beamwidth, 15-16 
divergence aperture product, 17 
non-diffraction-limited beamwidth, 18 
pointing error, 19 
problems, 19-20 
Strehl ratio, 17 

transmitter modulation, 65-70 
amplitude modulation, 67-68 
bandwidth/pulse length, 69 
frequency modulation, 69 
hybrid modulation, 69 
laser amplifiers, 69 
laser efficiency/power, 69-70 
pulse modulation, 66-67 

types, 3-4 
bistatic, 3 
lasers, 4 
monostatic, 3 

Laser radar measurements, 52-61 
measurement characteristics, 61-65 

Laser radars, imaging, 8 
Laser range equation, 87-99 
Laser rangefinders, pulsed, 77-114 

applications/requirements, 82-87 
air defense applications, 83, 85 
airborne applications, 83, 85-86 
cloud-height indicators, 87 
land vehicle applications, 82-84 
space-based applications, 83, 86, 102 
tank laser rangefinders, 98 

laser range equation, 87-99 
atmospheric absorption/scattering, 96 
attenuation by obscurants, 96-97 
background shot noise, 92-93 
detector shot noise, 93-94 
excess noise factor, 91 
noise-equivalent irradiance (NEI), 90- 

91 
power integral, 87-90 
preamplifier (Johnson) noise, 94 
pulse-stretching efficiency factor, 95-96 
receiver bandwidth, 94 
retroreflectance, 94-95 
signal-processing efficiency, 94 
SNR, 87 

probability of ranging/false alarm rate, 87, 
99-106 

atmospheric turbulence, 103-104 
error function, 100 
extinction ratio, 105-106 
laser pulse amplitude jitter, 100 
probability of detection, 104-105 
pulse detection in Gaussian noise, 99- 

100 
pulse detection in quantum noise, 102- 

103 
threshold-to-noise ratio, 100-101 
time-programmable threshold/activity 

threshold, 101-102 
ranging accuracy, 106-108 

range errors, 106-107 
range-rate errors, 107-108 

theory, 79-82 
pulse-echo principle, 79-82 
rangefinding techniques, 80-82 
system components, 80 

types/characteristics, 109-110 
Laser target designators, 79 
Lasers 

continuous wave, 36 
for laser radar, 4 
laser rangefinder 

carbon dioxide, 79, 85, 109-110 
Englass, 79, 109-110 
Nd:YAG, 79, 82, 86, 109 
Raman-shifted Nd:YAG, 79, 85, 109- 

110 
ruby, 109 

semiconductor, 252-253, 259 
buried heterostructure laser, 253 
distributed-feedback lasers, 253 
refractive index, 252 

Lateral correlation distance, 103 
Launch power, 258 
LIDAR, 3 
Light-emitting diodes, 251-252, 255-256, 258- 

259, 276 
edge-emitting diodes, 251-252, 258 
superluminescent LED, 255, 258-259 
surface-emitting diodes, 251-252, 258 

Line of sight, 42-43 
Littrow configuration, 280 
Local oscillators. See Oscillators 
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Log-normal distributions, 174, 178 
Losses, MMW radar, 126-127 

antenna loss, 126 
beamshape loss, 126 
collapsing loss, 126 
constant false alarm rate loss, 127 
fluctuation loss, 126 
integration loss, 126 
matched filter loss, 126 
plumbing loss, 126 
processing loss, 126 
propagation loss, 126 

LOWTRAN, 27, 96 

Magnetrons, 187-188, 212 
Mean times between failures, 257-258 
Measurement parameters 

accuracy, 62 
ambiguity, 63 
error, 63 
precision, 62-63 
resolution, 61-62 

ambiguity function, 62 
angular, 61-62 

mercury cadmium telluride detectors 
damage threshold, 37 

Meteorological range, 23-24 
Meteorology, 8 
Microwave radar range equation, 10 
Mie scattering, 151, 162, 168 
Millimeter-wave instrumentation radars, 228- 

233 
Millimeter-wave radar, 115-240 

applications, 208-234 
airborne MMW radars, 221-223 
automotive radars, 233-234 
design trade-off example, 210-217 
ground-based instrumentation radars, 

228-233 
ground-based radars, 223-228 
seekers and munitions guidance, 217- 

221 
space-object identification, 227-228 

clutter, 168-178 
ground return, 169-175 
sea clutter, 175-178 
volume clutter, 168-169 

components, 178-208 
antennas, 178-186 
detectors, 202-203 
ferrite devices, 205-206 
hybrid integrated circuits, 207-208 
mixers, 203-204 
monolithic microwave integrated 

circuits, 208 
quasi-optical components, 206-207 
Schottky diodes, 201-202 
semiconductor switching components, 

206 
sources, 186-196 
transmission lines, 196-201 

inverse synthetic aperture radars, 145-147 

vs IR/visible sensors, 117, 208-209 
measurement accuracy, 141 

angular measurement accuracy, 143- 
145 

Doppler frequency measurement 
accuracy, 142-143 

range accuracy, 141-142 
vs microwave radar, 117, 208-209 
millimeter-wave propagation, 158-168 

clear air attenuation, 160-162 
hydrometeor attenuation, 162-165 
multipath effects, 165-168 
obscurants, 165 
refractivity, 159-160 

parameters, 118-122 
antenna beamwidth, 121 
average power, 119-120 
blind speeds, 121-122 
cross-range resolution, 121-122 
Doppler frequency shift, 121-122 
duty cycle, 119 
pulse repetition frequency, 119 
range resolution, 120-121 
target range, 118 
time-bandwidth product, 120-121 

radar targets, 150-157 
complex targets, 156-157 
radar cross section, 150 
scattering, 151-152 
scattering matrix, 154-156 
shapes, radar cross sections of, 152-154 

range prediction, 123-129 
noise temperature, 124-126 
signal-to-noise ratio, 123-124 
system losses, 126-127 

signal-to-clutter ratio, 129-131 
synthetic aperture radars, 147-150 
target detection, 131-140 

detection processing, 140 
pulse integration, 134-136 
single-pulse detection, 131-134 
targets with fluctuating cross section, 

136-140 
Missile seekers, 217 
Mixers, 5, 119, 203-204 

balanced mixer, 203 
harmonic/subharmonic, 204 
noise figure of merit, 203-204 
single-ended (single-diode) mixer, 203 
superheterodyne receivers, 203 

MODTRAN, 27 
Modulation, 65-70. 

amplitude modulation, 67-68 
frequency modulation, 69 
hybrid modulation, 69 

AM/FM, 69 
pulse burst, 69 

pulse modulation, 66-67 
Monolithic microwave integrated circuits, 208, 

218 
Gunn oscillator, 208 

Monopulse radar, 144-145 
Monostatic laser radars, 10-11 



INDEX   309 

Moving target indicators, 58, 222 
Multiplexers, 283-285 
Multiplexing, 274-285 

electronic multiplexing, 282-285 
time division multiplexing, 282-285 

spatial multiplexing, 274-276 
wavelength multiplexing, 276-282 

wavelength division multiplexing, 279- 
282 

Noise 
Vf, 262 
antenna, 125 
background shot, 90, 92-93 
channel thermal noise, 262 
detector shot, 90, 93-94 
diode, 202 
galactic, 125 
gate-induced, 262 
Gaussian, 99-100 
Gaussian white, 45 
Johnson preamplifier, 90 
leakage current, 262, 267 
quantum, 102-103 
shot, 37 
signal detection in, 44-50 
thermal, 126 

Noise bandwidth, 141-142 
Noise equivalent power (NEP), 93-94, 263 
Noise spectral density, 141 
Noise temperature, MMW radar, 124-126, 127 

antenna, 124-125, 127 
double-sideband noise temperature, 203- 

204 
galactic, 125 
mixers, 203-204 
receiver, 124, 127 
receiver noise figure, 125 
reference, 125 
single-sideband noise temperature, 203- 

204 
sky, 125 
transmission line, 124, 127 

Noise-equivalent irradiance (NEI), 90-91 
Nonreturn to zero encoding, 266-275 
Numerical aperture, 245, 247, 286-287 
Nyquist sampling theorem, 121 

Obscurants, 25, 96-97, 165 
foliage, 165 
mass extinction coefficients, 97 
smoke and dust, 165 

Offset homodyne laser radar, 39 
Optical cable, 243-244 
Optical fibers 

comparison, 250 
graded-index multimode fibers, 247-248, 

250 
single-mode fibers, 248-249, 250 
step-index multimode fibers, 244-247, 250 

cladding mode, 245 

high-order modes, 245 
number of modes, 245-246 

Optical path difference (wave-front error), 17- 
18 

Optical power density, 9 
Oscillators 

backward-wave oscillators, 192 
extended interaction, 189 
frequency multipliers, 196 
Gunn diodes, 193-194 
gyrotrons, 186-187 
HEMTs, 195 
IMPATT diodes, 194-195 
klystron, 187 
local oscillators, 5, 36-40, 74, 119, 196 

Airy, 6, 53-55 
and heterodyne efficiency, 50-55 

magnetrons, 187 
MESFETs, 195 
reflex klystron, 187-188 
traveling-wave tubes, 189-192 

Oxygen 
attenuation, 160-161 

Phase shifters, 205-206 
dual-mode phaser, 206 
latching, 206 
reciprocal, 206 
twin-toroid, 206 

Phase-locked loop, 73 
Photodetectors, 5, 80 

gain, 91, 93 
photodiode, 80 
photomultiplier tube, 80 

Photodiodes, 259-260 
Photodiodes, avalanche, 80 

detector noise, 93-94 
excess noise factor, 91-92 
noise equivalent irradiance, 90-91 

Photomultiplier tubes, 80 
detector noise, 93 
noise equivalent irradiance, 90-91 

p-i-n photodiodes, 206, 259, 261 
p-n junctions, 251 
Point sources, 87 
Point targets, 11 
Pointing errors, 10, 19, 31 
Poisson distribution, 102 
Polar format recording, 147-148 
Polarimetric radars, 231-233 
Polarimetry, 233 
Polarization, 41, 68, 154-155, 160, 171, 228, 

231 
antenna, 182-184 
switches, 205 

Polarizing grid, 207 
Power budget, fiber optic system, 292-298 

loss-limited systems, 292 
Power spectral density, 266-273 
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Probability density functions, 132, 136-137, 
174 

Rayleigh, 174 
Weibull, 174 

Probability of detection, 39, 45-50, 99-106, 
132-140, 216 

m-out-of-n detection, 47-48,104 
m-out-of-n detection with averaging, 48 
shoot-look-shoot, 48 
signal averaging, 46-47 

Probability of false alarm, 39, 45-50,100-106, 
132-134, 138 

Probability of ranging, 99-106 
Propagation factor, 123-124 
Propagation, MMW, 158-168 

anomalous propagation, 160 
atmospheric attenuation, 158-165 
clear air attenuation, 160-162 
ducting, 160 
hydrometeor attenuation, 162-165 

fog and cloud attenuation, 163-165 
rain attenuation, 162-163 
snow and ice attenuation, 165 

vs IR/visible, 158 
vs microwave, 158 
multipath reflections, 165-168 
obscurants, 165 
refractivity, 159-160 

Pulse broadening, 246-247 
Pulse compression, 120 

frequency-stepped waveform, 120 
linear FM (chirp) waveform, 120 

Pulse repetition frequency, 101 
Pulse-stretching efficiency factor, 95-96 

Quantum efficiency, detector, 42, 51 

Radar. See Laser radar; Millimeter-wave 
radar 

Radar measurement accuracy, 141 
angular measurement accuracy, 143-145 
Doppler frequency measurement accuracy, 

142-143 
range accuracy, 141-142 

effective noise bandwidth, 141-142 
range error, 141-142 

Radar range equation, 9-12, 40, 41 
Radomes, 185-186 
Rain, 162-163 

backscatter, 168-169, 216-217 
Georgia Tech model, 168 

reflectivity, 168 
Range, 141 
Range errors, 106-108, 141-142, 159 

clock frequency error, 107 
detection errors, 107 
quantization error, 106, 108 
timing errors, 107 

Range measurement, 4, 38, 52, 56, 58, 59-60, 
79 

accuracy, 63-65, 73 
ambiguity, 80 
amplitude modulation/demodulation, 67- 

68, 72-73 
coherent laser radar, 6-7 
cross-range, 7, 19 
FM homodyne, 73 
frequency modulation/demodulation, 73 
multiple targets, 80 
vs SNR, 90, 99 
stadiametric ranging, 80-82 
stereoscopic ranging, 82 

Range prediction, MMW radar, 123-129 
noise temperature, 124-126 
range computation example, 127-129 
range, maximum, 124 
SNR, 123-124 

Range resolution, 120-121,127,130, 131, 146- 
147, 210-211, 213 

Range-Doppler coupling (ambiguity), 73 
Range-Doppler imaging, 58-59, 145 
Rayleigh approximation, 162, 163 
Rayleigh clutter, 174 
Rayleigh criterion, 62 
Rayleigh probability density function, 131- 

132, 174-175, 178 
Rayleigh roughness criterion, 170 
Rayleigh scattering, 168 
Receivers 

direct detection, 79 
superheterodyne, 118-119, 218 

Receivers, fiber optic system, 260-268 
avalanche photodiode gain, 264 
bit error rate, 261, 262-263 
bit pattern independency, 261 
bit-rate transparency, 261 
capacitance, 262 
dynamic range, 260, 263 
noise analysis, 261-267 

channel thermal noise, 262 
gate-induced noise, 262 
noise current power, 261 
noise factor, 262 

post-amplifier circuitry, 264-269 
saturation level, 260 
sensitivity, 260-261, 264-267 

Receivers, laser radar 
aperture diameter, 40-41 
architectures, 35-40 

direct detection, 35 
heterodyne detection, 36-37 
homodyne detection, 37-38 
offset homodyne detection, 39 
three-frequency heterodyne detection, 

39-40 
demodulation, 70-74 

amplitude demodulation, 72-73 
frequency demodulation, 73-74 
pulse demodulation, 70-72 

detector bandwidth, 42 
detector quantum efficiency, 42 
field of view, 43 
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heterodyne efficiency, 41 
lag-angle effect, 42—43 
line-of-sight errors, 42-43 
optical efficiency, 41 

catadioptric Cassegrain receiver, 44 
polarization sensitivity, 41 

Reflective sheeting, 29-30 
Reflex klystron oscillators, 188-189 
Refractive index 

air, 159 
fiber cladding, 244-246 
fiber core, 244-246 
Fresnel loss, 285-286 
graded-index fibers, 247 

Refractive index profile, 244 
Refractivity, 159-160 
Responsivity, detector, 93 
Reticles, 82 
Retroreflectors, 94-95 

corner-cube, 95 
scintillation, 103 

Rician probability distribution, 132 
Rise time, 273-274 
Rough surfaces, scattering from, 166-168 

Scanned field of view, 43 
Scanning optics, 5 
Scanning radars, 222 
Scattering, atmospheric, 21-22, 96 
Scattering matrix, 154-156, 231 
Scattering, millimeter-wave, 150-152, 154- 

157, 168-178 
far-field criterion, 152 
ground return, 169-175 
high-frequency (optics) scattering, 151 
isotropic scatterers, 150 
Mie, 151, 162, 168 
radar cross section, 151 
Rayleigh scattering, 151, 168 
resonance scattering, 151 
rough surfaces, 166-168 
scattering matrix, 154-156, 231 

even-bounce scatterer, 155 
odd-bounce scatterer, 155 

sea clutter, 175-178 
volume clutter, 168-169 

Schottky diodes, 201-202, 203 
current-voltage characteristic, 202 
honeycomb, 201-202 
planar beam lead, 201-202 
Schottky barrier junction, 201 

Scintillation, 103-104, 160 
Sea clutter, 175-178 
Seekers and munitions guidance, 217-221 

dual-mode seekers, 220-221 
sensor-fused munitions, 218-219 
terminally guided munitions, 218-219 

Semiconductor switching components, 206 
field-effect transistors, 206 
p-i-n diodes, 206 

Schottky-barrier diodes, 202-202, 206 
Shift registers, 282-283 
Side-looking airborne radars, 209, 222 

design example, 210-217 
Signal averaging, 46 
Signal-to-clutter ratio, 129-131 

surface clutter, 129-131 
volume clutter, 129 

Signal-to-interference ratio, 131, 215-216 
Signal-to-noise ratio 

heterodyne detector, 37, 44-49 
laser rangefinder, 87-99 
millimeter-wave radar, 123-124 
and probability of detection, 103-106 
vs range, 99 
clear air, 99 
fog, 99 
smoke, 99 

Smart weapons, 217 
Snow, 30, 165 
Solar radiation 

background noise, 92 
Sources 

fiber optic systems, 250-259 
Sources, MMW, 186-196 

solid-state sources, 192-196 
frequency multipliers, 196 
Gunn diodes, 193-194 
IMPATT diodes, 194-195 
millimeter-wave transistors, 195 

vacuum tube, 186-192 
backward-wave oscillators, 192 
extended interaction amplifiers/ 

oscillators, 189-190 
gyrotrons, 186-187 
klystron amplifiers, 188-189 
magnetrons, 187-188 
reflex klystron oscillators, 188-189 
traveling-wave tubes, 189-192 

Sparrow criterion, 52 
Speckle, 33, 41, 45, 47, 49 
Standards 

BRDF, 33 
fiber optic connectors, 289 
laser cross section, 33-34 

Strehl ratio, 17-18, 20 
Sun 

background noise, 92-93 
Swerling models, 136-138 
Symbols, nomenclature, and units, 243 
Synthetic aperture radars, 147-150, 222-223 

cross-range resolution, 149 
illuminated area, 130 
scan mode, 149-150 
spotlight mode, 149-150 
strip-map mode, 149-150 

Target cross section, 123. See also Target laser 
cross section 

clutter cross section, 168-178, 212-216 
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complex targets, 156-157 
radar cross sections of simple shapes, 152- 

155 
circular cylinder, 153-154 
corner reflectors, 154-155 
dihedral, 154 
flat plates, 152-153 
top hat reflector, 154 

scattering matrix, 154-156 
targets with fluctuating cross sections, 

136-140 
log-normal distributions, 137 
probability density functions, 137 
Rice distributions, 137 
Swerling models, 136-138 

Target detection, MMW radar, 131-140 
detection processing, 140 

binary integration, 140 
pulse integration, 134-136 

coherent detection, 134-135,140 
envelope detection, 134-135, 139, 140 
integration loss, 135-136 

single-pulse detection, 131-134 
targets with fluctuating radar cross 

section, 136-140 
fluctuation loss, 138, 140 
log-normal distributions, 137 
noncoherent integration, 138 
Rice distributions, 137 
Swerling models, 136-138 

Target laser cross section, 8-10, 28-35 
computer models, 32-33 

CALIBER 3, 32-33 
DELTAS , 32-33 
ERIM BRDF database, 33 

diffusely reflecting targets, 30-32 
aerosols and volumetric scatterers, 31- 

32 
Lambertian surfaces, 30-31 
polarized, 30 

speckle, 33 
specularly reflecting targets, 29-30 

cube corner reflectors, 29 
reflective sheeting, 29-30 

standards, 33-34 
Target range, 118 
Target recognition, 7 
Target signature measurement, 58-59 

range-Doppler imaging, 58-59 
vibration spectra, 59 

Target tracking, 6 
Targets 

retroreflective, 87 
Targets, MMW radar, 150-157 

complex targets, 156-157 
radar cross section, 150 
scattering, 151-152 
scattering matrix, 154-156 
shapes, radar cross sections of, 152-154 

TEM00 mode, 13-14 
III-V compound semiconductors, 251 

Three-frequency heterodyne laser radar, 39- 
40 

Threshold-to-noise ratio, 100-101, 105 
Time delay error, 141 
Time-programmable threshold, 100-102, 105 
Total internal reflection, 29, 245 
Tracking errors, 159 
Tracking scan radar, 143-144 
Transistors 

bipolar, 261 
field effect, 261 
GaAs metal-semiconductor field effect 

transistors, 195 
high electron mobility transistors, 195 

Transmission lines, 196-201 
coaxial cable, 196 
coplanar guide, 200-201 
fin line, 200 
image line, 200-201 
microstrip, 199-200 
waveguides, 196-199 

Transmit-to-receive switch, 5 
Transmitters, fiber optic systems, 255 
Transmitters, laser radar,12-20 

bandwidth and pulse length, 69-70 
laser amplifiers, 69 
laser efficiency/power, 69-70 
modulation techniques, 65-70 

Traveling-wave tubes, 189-192 
Troposphere, 159-160 
Turbulence, atmospheric, 103-105, 160 

U.S. Army Space and Strategic Defense 
Command, 32 

Velocity (range-rate) errors, 107-108 
Velocity measurement, 4, 37-39, 56-57, 60-61, 

118. See also Doppler shift 
accuracy, 64-65 

Vibration detection, 8 
Visibility, 23 

Water vapor 
attenuation, 160-161 

Wave-front error. See Optical path difference 
Waveforms, FM-cw, 218, 220, 233 
Waveguides, 196-199 

beam, 207 
coin silver MMW waveguides, 198 
cutoff frequency, 196-198 
guide wavelength, 197 
oversize, 199 
phase constant, 197 

Weather, 22-26 
Weibull probability density functions, 174 
Wind, 175-177 


